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Foreword 
 

 This proceeding presents papers that were given at the 3rd International SWAT 
Conference, SWAT 2005, which convened at Eawag in Duebendorf, Switzerland. 
 The focus of this conference was to allow an international community of 
researchers and scholars to discuss the latest advances in the use of the SWAT 
(Soil Water Assessment Tool) model to assess water quality trends. 
 The SWAT model was developed by researchers Jeff Arnold of the  
United States Department of Agriculture Research Service (USDA-ARS) in Temple, 
Texas and Raghavan Srinivasan at the Texas Agricultural Experiment  
Station (TAES), who is the Director of the Texas A&M University Spatial Sciences 
Laboratory. 
 SWAT is a comprehensive computer simulation tool that can be used to simulate 
the effects of point and nonpoint source pollution from watersheds, in the streams, and 
rivers. SWAT is integrated with several readily available databases and Geographic 
Information Systems (GIS). 
 Because of the versatility of SWAT, the model has been utilized to study a wide 
range of phenomena throughout the world. At the same time, the research community is 
actively engaged in developing new improvement to SWAT for site-specific needs and 
linking SWAT results to other simulation models. 
 This conference provided an opportunity for the international research community 
to gather and share information about the latest innovations developed for SWAT and to 
discuss challenges that still need to be resolved.  
 This proceedings includes papers covering a variety of themes, including new 
developments associated with SWAT, applications of the SWAT model, the use of 
related modeling tools, how SWAT can be calibrated or compared to other models, the 
use of other simulation models and tools, and integrating SWAT with other models. In 
addition to papers presented at SWAT 2005, posters shown at the conference are also 
included in this proceeding. 
 The organizers of the conference—Karim Abbaspour and Raghavan Srinivasan —
want to express thanks to organizations and individuals who made this conference 
successful. Organizations that played a key role in this conference include USDA-ARS, 
TAES, Texas A&M University, Swiss Federal Institute for Aquatic Sciences and 
Technology (Eawag), Swiss Agency for Development and Cooperation (SDC), and Swiss 
National Science Foundation (SNF).  We also thank ESRI++ for their involvement and 
cooperation with the conference 

Individuals that should be acknowledged in the proceedings include Iswarya 
Srinivasan. 
 To learn more about SWAT, go to http://www.brc.tamus.edu/swat/ or contact 
Raghavan Srinivasan at r-srinivasan@tamu.edu. 
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Conference Objective 
 

Soil and Water Assessment 
 
Natural watershed systems maintain a balance between precipitation, runoff, infiltration, and 
water which either evaporates from bare soil and open water surfaces or evapotranspires from 
vegetated surfaces, completing the natural cycle. The understanding of this hydrologic cycle 
at a watershed scale, and the fate and transport of nutrients, pesticides and other chemicals 
affecting water quality is essential for development and implementation of appropriate 
watershed management policies and procedures. 
 
In recent years, application of models has become an indispensable tool for the understanding 
of the natural processes occurring at the watershed scale. As the natural processes are more 
and more modified by human activities, application of integrated modelling to account for the 
interaction of practices such as agricultural management, water removals from surface bodies 
and groundwater, release of swage into surface and sub-surface, urbanization, etc., has 
becomes more and more essential.  
 
The program SWAT (Soil and Water Assessment Tool) due to its continuous time scale, 
distributed spatial handling of parameters and integration of multiple processes such as 
climate, hydrology, nutrient and pesticide, erosion, land cover, management practices, 
channel processes, and processes in water bodies has become an important tool for watershed-
scale studies.  
 
The third international SWAT conference to be held at EAWAG in Zurich, Switzerland will 
devote itself to discussions around the application of SWAT to watershed problems world 
wide. The 5-day program will include 2 days of hands on learning of the SWAT program at 
the introductory and advanced levels, followed by three days of conference covering a variety 
of topics related to watershed modelling such as hydrology, water quality, landuse 
management, erosion, and system analytic topics in calibration, optimization, and uncertainty 
analysis techniques. 
 
Scientists associated with research institutes and those associated with government agencies 
and centers for policy making are encouraged to take part in this international conference in 
order to become familiar with the latest advances and developments in the area of watershed-
scale modelling and applications. 
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Conservation Effects Assessment Project-ARS Watershed Assessment Study 
 

C. W. Richardson1 

1USDA Agricultural Research Service, Temple, TX 
 

     The United States Department of Agriculture (USDA) has provided financial and 
technical assistance to farmers to implement soil and water conservation practices during 
the last 60 years.  These USDA conservation initiatives are currently conducted through 
several programs.  The Farm Security and Rural Investment Act of 2002 (the 2002 Farm 
Bill) authorized an increase in funding for the Environmental Quality Incentives Program 
(EQIP).  The Conservation Reserve Program (CRP) authorized continued funding for 
other conservation programs, and established new conservation programs.  Overall, the 
2002 Farm Bill authorized federal expenditures for conservation practices on farms and 
ranches in the U.S. at a level about 80 percent greater than levels set by the 1996 Farm 
Bill.  It is widely recognized that these conservation programs will protect millions of 
acres of agricultural land from degradation and will enhance environmental quality.  The 
environmental benefits of the programs, however, have not been quantified.  Tracking the 
environmental benefits of the programs will allow policymakers and program managers 
to implement and modify existing programs and design new programs to more effectively 
and efficiently meet Congressional goals.  
     The Natural Resources Conservation Service (NRCS) and the Agricultural Research 
Service (ARS) are leading a project to quantify the effects of the USDA conservation 
programs.  The project, known as the Conservation Effects Assessment Project (CEAP), 
has two major components: 1) a National Assessment and 2) a Watershed Assessment 
Study.  The National Assessment will be conducted using NRCS data and watershed-
scale models, such as the Soil Water Assessment Tool (SWAT) and will provide 
estimates of conservation benefits at the national scale.  The ARS Watershed Assessment 
Study (WAS) is designed to provide a detailed assessment of conservation programs on 
selected watersheds. 
 
Objectives of the Watershed Assessment Study 
 
     Previous research has established effects of conservation practices at the plot or field-
scale.  The results are limited in that they have not captured the complexities and 
interactions of conservation practices, landscape characteristics, and other land uses at 
watershed and landscape scales.  The WAS was designed to assess the effects and 
benefits of conservation practices at the watershed scale.  The results will advance our 
knowledge of watershed-scale assessment methodology to capture impacts at multiple 
scales.  These studies will also improve our understanding of the effects of conservation 
practices beyond the edge of the farm field.  The primary objectives are to support the 
National Assessment by providing detailed research findings for a few intensively studied 
watersheds and to provide a framework for improving the performance of the models that 
will be used in the National Assessment.  Within these primary objectives the specific 
objectives are: 
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1. Develop and implement a data system to organize, document, manipulate and 
compile water, soil, management, and socio-economic data for assessment of 
conservation practices. 

 
2. Measure and quantify water quality, water quantity, soil quality, and ecosystem 

effects of conservation practices at the watershed scale in a variety of hydrologic and 
agronomic settings. 

 
3. Validate models and quantify uncertainties of model predictions at multiple scales by 

comparing predictions of water quality to measured water, soil, and land management 
effects of conservation practices. 

 
4. Develop and apply policy-planning tools to aid selection and placement of 

conservation practices to optimize profits, environmental quality, and conservation 
practice efficiency. 

 
5. Develop and verify regional watershed models that quantify environmental outcomes 

of conservation practices in major agricultural regions. 
 
Research Approach 
 
     Twelve ARS Benchmark Watersheds are being used to support watershed-scale 
assessment of the environmental effects of USDA conservation program implementation.  
The underlying approach to the research is the acquisition, analysis, and interpretation of 
data from 12 benchmark watersheds (Figure 1) and the testing and evaluation of models 
that will be used in the National Assessment.  Conservation practices have been, or will 
be, applied on the 12 watersheds.  The Benchmark Watersheds are at different stages of 
research implementation, ranging from little or no existing data on a few watersheds to 
fully implemented experiments in place and water quality and discharge monitoring 
ongoing on several watersheds.  Development and testing of regional watershed models 
will be associated primarily with the 12 benchmark watersheds.  The 12 watersheds 
provide a cross-section of climate, soils, land use, topography, and crops across major 
rainfed production regions of the U.S.  The watersheds represent primarily rainfed 
cropland, although some of the watersheds also contain irrigated cropland, grazingland, 
wetlands, and confined animal feeding operations.  Conservation practices (or best 
management practices, BMPs) to be emphasized will include NRCS CORE 4 practices 
for croplands (conservation buffers, nutrient management, pest management, and tillage 
management), drainage management systems, and manure management practices.  
Environmental effects and benefits will be estimated primarily for water and soil 
resources, with some assessment of wildlife habitat and air quality benefits on selected 
watersheds.  The measurements to be made and the conservation practices to be evaluated 
for each watershed are summarized in Table 1. 
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Figure 1.  Location of ARS Benchmark Watersheds.
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Table 1. Resource Measurements and Conservation Practices Underway or Planned 
for ARS Benchmark Watersheds for CEAP Watershed Assessment Study. 

Resource Measurements  
Watershed Water 

Quality1 
Water 

Quantity2
Soil 3 Ecosystem 

4 
Economics 

5 

 
Conservation 

Practices 
S. Fork, 
Iowa River, 
IA 

N, P, S, 
Pa, T, DO 

D, A, P, G, AS, B, O, 
E, total N, 
P 

 E, O, P M, N, T 

Walnut 
Creek, IA 

N, P, Pe, 
S 

D, A, P   E N, D 

Salt River, 
Mark Twain 
Lake, MO 

N, P, Pa, 
Pe, S  

D, G, P AS, E, O, 
P, AM, D 

 O, P B, N, P, T 

Upper 
Washita 
River, OK 

N, P, S D, G, P, I, 
S, C 

AS, AW, 
B, O, N, P 

H  C, L 

Goodwin 
Creek, MS 

N*, P*, 
Pa*, S* 

C, D, P, S AS, E, O, P C*, D*, H*, 
R* 

 B, C, N, T, L 

Yalobusha, 
MS 

N, P, S,  D, C, P, S, 
G 

AW, B   B, C, T 

Beasley 
Lake, MS 

N, P, S, 
DO, Pa, 
Pe, T 

D, P O C, D, R  B, D, N, T, L 

Upper Leon 
River, TX 

N, P, S, 
Pa 

D, P AS, B, E, 
O, P 

  B, N, M, R, T

Little River, 
GA 

N, P, Pe, 
DO, S, T 

D, G, P, S AW, B, M, 
O 

  B, C, M, N, P, 
R, T 

Town 
Brook, NY 

P, S D, G, P  AW, B, P  E, O, P B, C, M, N, T

St. Joseph 
River, IN 

N, P, S, 
Pe 

 AS, AW, 
B, C, E, M, 
N, O, P 

 E, P B, D, M, N, P, 
T 

Upper Big 
Walnut 
Creek, OH 

N, P, S, 
Pe 

A, D, P AW, B, E, 
O, P 

H, D, C E B, D, L, N, P, 
T 

1 Water Quality  2 Water Quantity 3 Soil Measurements: 
Measurements: Measurements: AS – Aggregate Stability 

DO - dissolved oxygen A – Artificial drainage  AW – Available 
Water Holding Capacity 
N - nitrate-nitrogen C – Channel geomorphology B – Bulk Density 
P – phosphorus D – Discharge  C – C mineralization 
potential 
Pa – pathogens I – Irrigation  E – Electrical Conductivity 
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Pe – pesticides G – Groundwater  M – microbial 
biomass Carbon 
S – sediments  P – Precipitation  N – N species and min. 
potential 
T – temperature S – Soil Water  O – Organic Carbon 
     P – Soil-test Phosphorus 
4 Ecosystem 6 Conservation Practice AM – Microbial Activity 
Measurements: Categories:  D – Microbial Diversity 
C – Community Structure B – Buffers 
D – Species Diversity C – Channel Management 5 Economic  
H – Habitat Quality D – Drainage Management Measurements:  
N – Native vegetation Cover M – Manure Management E – Program Efficiency  
P – Patchiness Index N – Nutrient Management O – Optimal Placement  
R – Species Richness P – Pest P – Profit  
S – Soil flora and fauna R – Range 
 T – Tillage 
 L – Land conversion 
* From previously collected data. 
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     The goal for the WAS is to provide detailed assessments of conservation programs in 
a few selected watersheds, provide a framework for improving the performance of the 
national assessment models, and support coordinated research on the effects of 
conservation practices across a range of resource characteristics (such as climate, terrain, 
land use, and soils). 
     The research is being conducted by more than 60 scientists from 11 ARS research 
locations.  The scientists are organized into six teams with specific responsibilities for 
collecting, analyzing, and interpreting the data as well as developing, validating, and 
applying models. The teams are: 1) Data Management, 2) Watershed Design for 
Determining Environmental Effects, 3) Model Validation, Evaluation and Uncertainty 
Analysis, 4) Economic Analysis, 5) Model Development and Regionalization, and 6) 
Data Quality and Assurance.  Teams 1 through 5 are primarily responsible for leading 
research conducted under objectives 1 through 5, respectively.  It is essential that 
compatible data be obtained across all field sites and laboratories in order to make valid 
comparisons of the effects of conservation practices across regions.  Team 6 is providing 
support to the other five teams by providing data quality guidelines for methods and 
procedures to be used for data collection and analysis.   
     The objectives and team activities are tightly linked.  Figure 2 is a graphical 
description of the relationship among the five teams that are charged with achieving their 
respective objectives and delivering the products to NRCS for use in the National 
Assessment.  Team 1 is charged with developing a data system for storing and managing 
the basic data and delivering the data system to NRCS.  The data system will be 
populated with data collected by Team 2 on the 12 watersheds.  Team 6 will provide 
guidelines for methods and procedures to be used for data collection and analysis.  Close 
coordination among Teams 1, 2, and 6 is required to ensure that meaningful data are 
obtained from the watersheds and entered into the data system.  Team 2 is also 
responsible for delivering a quantification of the effects of various conservation practices 
as determined on the watersheds to the National Assessment team. 
     Team 3 is responsible for evaluating the performance of the models that will be used 
in the National Assessment and delivering estimates of uncertainty in model outputs.  The 
model evaluations will be performed using data collected on the watersheds.  To 
accomplish this objective, scientists in Team 3 will work closely with field researchers in 
Team 2 to evaluate the models on specific watersheds and with Team 1 to access data in 
the data system for model evaluation. 
     Team 4 will be involved with developing economic planning tools for delivery to the 
National Assessment team.  The work involves coupling physical models from Team 3 
with economic models to form a tool for determining optimal multi-objective decisions 
regarding selection and placement of conservation practices; therefore, coordination 
between Team 3 and Team 4 is required.  Economic data will be collected jointly by 
Teams 2 and 4 on selected watersheds that will become part of the data system, thus 
requiring cooperation among Teams 1, 2, and 4.  The economic planning tools developed 
by Team 4 will be provided to the National Assessment team. 
     Team 5’s primary responsibility is the development of region-specific models in 
modular form.  The team will use models developed by Team 3 as legacy models for 
development of regional modular models.  Coordination with Team 3 will be required to 
determine which features are needed for specific regions and to ensure that modular 
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versions of models produce appropriate results.  Teams 3 and 5 will work together to test 
the new models.  Team 5 will also work closely with Team 1 to obtain data for testing the 
new regional modular models.  The regional modular models developed by Team 5 are 
expected to be available at the end of this project.  The new modular models will be 
provided to the National Assessment team for future assessments. 
 

Team 1
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Model Performance & Uncertainty

Economic Planning Tools

Regional Models in Modular Form

 
Figure 2. Relationship among six CEAP research teams. 
 
 
Anticipated Products 
 
     The purpose of the WAS is to provide a scientific basis and validation for the National 
Assessment.  Five specific products, or deliverables, are to be provided to NRCS and 
other stakeholders to meet the demands of the National Assessment and other similar 
activities designed to quantify the effects of USDA conservation programs.  The five 
products are: 

1. Water, soil, management, and socio-economic data system to document the 
effects of conservation practices. 

2. Quantification, at multiple scales, of the effects of conservation practices on water 
quality, water quantity, soil quality, and ecosystems. 

3. Validation of model performance through quantifying uncertainties of model 
predictions at multiple scales. 

4. Planning tools to evaluate the environmental and cost effectiveness of selection 
and placement of conservation practices at multiple scales. 

5. New regional software tools (Object Modeling Systems) that can be used to 
quantify environmental outcomes of conservation practices in major agricultural 
regions. 
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Progress 
 
     A detailed project plan for the Watershed Assessment Study was developed in 2004.  
The project plan contains specific tasks that are necessary to accomplish the objectives 
and deliver the products.  Each task has been assigned to a specific scientist and has an 
identified completion date.  The structured organization is designed to ensure that the 
products are delivered in time for the National Assessment schedule.  The six teams are 
actively pursuing their respective objectives.  The data system has been designed and 
implementation of the system is underway.  Data collection is underway on all 12 
watersheds.  The models to be used by the National Assessment are being validated on 
several watersheds and model improvements are being implemented as needed.  
Economic data are being collected on selected watersheds, and the policy-planning 
economic tools are being developed and tested.  Regions have been identified that need 
specific modeling capabilities. 
 
Additional Information 
 
     The comprehensive analysis of resources, the quality of the environment, and social 
and economic benefits that accrue to rural communities and the nation from 
implementing conservation programs will assist those responsible for developing 
conservation policy and managing the USDA Farm Bill conservation programs.  
Additional details about both the CEAP National Assessment and Watershed Assessment 
can be found at the following web site: 
 
http://www.nrcs.gov/technical/nri/ceap/ 
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SWAT Peer-Reviewed Literature: A Review 
 

Philip W. Gassman1, Manuel R. Reyes2, Colleen H. Green3, & Jeffrey G. Arnold3 
1Center for Agricultural and Rural Development (CARD), Dept. of Economics, 578 Heady 
Hall, Iowa State Univ., Ames, Iowa, 10011-1070, USA.  Email: pwgassma@iastate.edu 
2Bioenvironmental Engineering, Dept. of Natural Resources and Environmental Design, 
North Carolina A&T State University, Greensboro, North Carolina, USA 
3Grassland, Soil and Water Research Laboratory, USDA-ARS, Temple, Texas, USA 
 
 
Abstract 
 
     The Soil and Water Assessment Tool (SWAT) model is a continuation of nearly 30 years 
of modeling efforts conducted by the United States Department of Agriculture (USDA) 
Agricultural Research Service (ARS). SWAT has gained international acceptance as a robust 
interdisciplinary watershed modeling tool as evidenced by international SWAT conferences, 
SWAT-related papers presented at numerous other scientific meetings, and dozens of articles 
published in peer-reviewed journals. The model has also been adopted as part of the U.S. 
Environmental Protection Agency (USEPA) Better Assessment Science Integrating Point & 
Nonpoint Sources (BASINS) software package and is being used by many U.S. federal and 
state agencies, including the USDA within the Conservation Effects Assessment Project 
(CEAP). At present, over 160 peer-reviewed published articles have been identified that 
report SWAT applications, reviews of SWAT components, or other research that includes 
SWAT. Many of these peer-reviewed articles are summarized here according to relevant 
application categories such as streamflow calibration and related hydrologic analyses, climate 
change impacts on hydrology, pollutant load assessments, comparisons with other models, 
and sensitivity analyses and calibration techniques. Recommended research needs for SWAT 
are also presented. 

 
 
Introduction 
 
     The SWAT model (Arnold et al., 1998; Arnold and Fohrer, 2005) has proven to be an 
effective tool for assessing water resource and diffuse pollution problems for a wide range of 
scales and environmental conditions across the globe. In the U.S., SWAT is increasingly 
being used to support Total Maximum Daily Load (TMDL) analyses (Di Luzio et al., 2002; 
http://www.epa.gov/ owow/tmdl/), research the effectiveness of conservation practices in 
CEAP (http://www.nrcs.usda.gov/technical/NRI/ceap/; Mausbach and Dedrick, 2004), 
perform “macro-scale studies” such as Upper Mississippi River Basin (e.g., Arnold et al., 
2000; Jha et al., 2004b) and entire U.S. (e.g., Arnold et al., 1999a; Rosenberg et al., 2003) 
assessments, and a wide variety of other water use and water quality applications. Similar 
SWAT application trends have also emerged in Europe as indicated by the variety of studies 
presented in two previous European international SWAT conferences; these are reported in 
part for the first conference in a special issue of Hydrological Processes (vol. 19, issue 3) and 
in the SWAT2003 2nd International Conference Proceedings 
(http://www.brc.tamus.edu/swat/ /2ndswatconf/2ndswatconfproceeding.pdf). 
     Reviews of SWAT applications and/or components have been previously reported, 
sometimes in conjunction with comparisons with other models (e.g., Borah and Bera, 2003; 
Borah and Bera, 2004; Steinhardt and Volk, 2003; Arnold and Fohrer, 2005; Jayakrishnan et 
al., 2005). However, these previous reviews do not provide a comprehensive overview of the 
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complete body of SWAT applications that have been reported in the peer-reviewed literature. 
Thus the primary objective of this research is to fill the gap by providing a review of the full 
range of studies that have been conducted with SWAT. Research findings or methods are 
summarized here for most of the 160-plus peer-reviewed articles that have been identified in 
the literature, based on relevant application categories. Brief overviews of SWAT 
development history and current research needs are also provided.  

 
 
SWAT Development History 
 
     The development of SWAT is a continuation of USDA-ARS modeling experience that 
spans a period of roughly 30 years. Early origins of SWAT can be traced to previously 
developed USDA-ARS models as described by Arnold and Fohrer (2005) and Krysanova et 
al. (2005). The current SWAT model is a direct descendant of the SWRRB model (Williams 
et al., 1985), which was designed to simulate management impacts on water and sediment 
movement for ungaged rural basins across the U.S. The historical development of SWAT by 
specific model version up to SWAT2000 is chronicled by Arnold and Fohrer (2005). 
SWAT2000’s capabilities include: bacteria routines, urban routines, the Green and Ampt 
infiltration equation, an improved weather generator, the ability to read in daily solar 
radiation, relative humidity, wind speed and potential ET, Muskingum channel routing, and 
modified dormancy calculations for tropical areas. Snow fall and melt equations were also 
refined and improved. Other recent enhancements that have been incorporated in SWAT2003 
include: bacteria (E. coli and fecal coliform), tile flow, potholes, CN option based on 
antecedent weather, automated sensitivity and calibration, a sub-hourly time step, adjustment 
of phosphorus availability timing, and the provision for stream channels to down cut and 
widen as the channel is eroded following the approach described by Allen et al. (1999; 2002).   
     Two other notable trends that are interwoven with the ongoing development of SWAT are 
the emergence of “spin-off SWAT models” and Geographic Information System (GIS) 
interface tools. Several adaptations of SWAT have been created to provide improved 
simulation of specific processes, which in some cases have been focused on specific regions. 
Examples of spin-off models include: (1) Extended SWAT (ESWAT), which features 
enhanced in-stream kinetics and other modifications (van Griensven and Bauwens, 2001; 
2005), (2) the Soil and Water Integrated Model (SWIM) which is partially based on SWAT 
(Krysanova et al., 1998; 2005), (3) SWAT-G, a modified version of SWAT99.2 (Eckhardt et 
al., 2002; Lenhart et al., 2003; 2005), and (4) SWATMOD, a version of SWAT that has been 
linked to MODFLOW to simulate detailed surface/groundwater interaction (Sophocleus et 
al., 2000). The first GIS interface program developed for SWAT was SWAT/GRASS, which 
was built within the GRASS raster-based GIS (Srinivasan and Arnold, 1994). The ArcView-
SWAT (AVSWAT) interface tool (Di Luzio et al., 2004a; 2004b) was constructed later, 
which supports data inputs from ArcView and model execution within the same framework. 
SWAT2000 has also been incorporated within the USEPA BASINS 3.0 package, which 
provides GIS utilities that support automatic data input using ArcView (Di Luzio et al., 
2002). Other interface tools have been developed to support specific applications including 
the Automated Geospatial Watershed Assessment (AGWA) software package (Miller et al., 
2002) and InputOutputSWAT (IOSWAT), which incorporates SWAT/GRASS and several 
other tools into a single framework (Haverkamp et al., 2005). 
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SWAT Applications 
 
Hydrologic Studies 
     Several hydrologic components (surface runoff, ET, recharge, and streamflow) that are 
currently in SWAT have been developed and validated at smaller scales within the EPIC, 
GLEAMS and SWRRB models. Interactions between surface flow and subsurface flow in 
SWAT are based on a linked surface-subsurface flow model developed by Arnold et al. 
(1993). Characteristics of this flow model include non-empirical recharge estimates, 
accounting of percolation, and applicability to basin-wide management assessments with a 
multi-component basin water budget. The flow model was validated in a 471 km2 watershed 
in the Grand Prairie region near Waco, Texas. Current SWAT reach and reservoir routing 
routines are based on the ROTO approach (Arnold et al., 1995b), which was developed to 
estimate flow and sediment yields in large basins using sub-area inputs from SWRRB.  
Configuration of routing schemes in SWAT is based on the approach given by Arnold et al. 
(1994). 
     The surface runoff, ET, and streamflow components have been refined and validated at 
larger scales within SWAT including a U.S. national assessment of streamflow and ET 
(Arnold et al., 1999a). Arnold and Allen (1996) used measured data from three Illinois 
watersheds to successfully validate surface runoff, groundwater flow, groundwater ET, ET in 
the soil profile, groundwater recharge, and groundwater height parameters. Groundwater 
recharge and discharge (baseflow) results from SWAT were compared to filtered estimates 
for the 491,700 km2 Upper Mississippi River Basin (Arnold et al., 2000). Chu and 
Shirmohammadi (2004) evaluated SWAT’s capability to predict surface and subsurface flow 
for a 33.4 km2 watershed in Maryland. They found that SWAT was unable to simulate an 
extremely wet year; with the wet year removed, the surface runoff, baseflow and streamflow 
results were within acceptable accuracy on a monthly basis. Subsurface flow results 
improved with the baseflow corrected. Spruill et al. (2000) calibrated and validated SWAT 
with one year of data each. Nash-Sutcliffe Efficiency (NSE) values reflected poor peak flow 
values and recession rates. The NSE values for monthly total flows were 0.58 and 0.89 for 
1995 and 1996, respectively. Their analysis confirmed the results of a dye trace study in a 
central Kentucky karst watershed, indicating that a much larger area contributed to 
streamflow than was described by topographic boundaries.    
     Rosenthal et al. (1995) linked GIS to SWAT and with no calibration simulated 10 years of 
monthly streamflow. SWAT underestimated the extreme events but had a significant 
relationship (R2=0.75). Rosenthal and Hoffman (1999) successfully used SWAT and a spatial 
database to simulate flows, sediment, and nutrient loadings on a 9,000 km2 watershed in 
central Texas to locate potential water quality monitoring sites.  SWAT was successfully 
validated for streamflow and sediment loads for the Mill Creek watershed in Texas for 1965-
68 and 1968-75 (Srinivasan et al., 1998a).  Monthly streamflow rates were well predicted but 
the model overestimated streamflows in a few years during the spring/summer months 
(Srinivasan et al., 1998b). The overestimation may be accounted for by variable rainfall 
during those months. SWAT also predicted soil erosion and sediment transport satisfactorily 
considering the model’s limitations.  
     As part of the HUMUS (Hydrologic Unit Model for the United States) project, annual 
runoff and ET were validated across the entire continental U.S. (Arnold et al., 1999a).  
Monthly streamflow was also validated against measured USGS flow at several gaging 
stations across the U.S. (Arnold et al., 2000; Arnold et al., 1999). Bingner (1996) simulated 
runoff for 10 years for a watershed in northern Mississippi. The SWAT model produced 
reasonable results in the simulation of runoff on a daily and annual basis from multiple 
subbasins, with the exception of a wooded subbasin.   
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     Arnold et al. (1999) integrated GIS with SWAT to evaluate streamflow and sediment yield 
data in the Texas Gulf Basin with drainage areas ranging from 10,000 to 110,000 km2. 
Streamflow data from approximately 1,000 stream monitoring gages from 1960 to 1989 were 
used to calibrate and validate the model. Predicted average monthly streamflow data from 
three six-digit HUA were 5% higher than measured flows with standard deviations between 
measured and predicted within 2%. SWAT simulated sediment yields compared reasonably 
well to estimated yields (from the rating curve) considering input uncertainties, sampling 
errors, and model assumptions. Benaman and Shoemaker (2004) found that significant 
uncertainty remained with the SWAT sediment routine. 
     Arnold et al. (2001) found that a simulated wetland near Dallas, Texas needed to be at or 
above 85% capacity for 60% of a 14-year simulation period. Conan et al. (2003b) found that 
SWAT adequately simulated the changing from wetlands to dry land for the Upper Guadiana 
river basin in Spain. SWAT, however, was unable to represent all of the discharge details 
impacted by land use alterations. Hernandez et al (2000) utilized existing data sets (i.e. 
STATSGO soil database and NALC land cover classification) for parameterizing SWAT to 
simulate hydrologic response to land cover change for a small semi-arid watershed (150 km2) 
in southeastern Arizona. These authors found that calibration was required to improve model 
efficiency for simulation of runoff depth. Mapfumo et al. (2004) tested the model’s ability to 
simulate soil-water patterns in small watersheds under three grazing intensities in Alberta, 
Canada. They observed that SWAT had a tendency to over-predict soil-water in dry soil 
conditions and to under-predict in wet soil conditions. Overall, the model was adequate in 
simulating soil-water patterns for all three watersheds with a daily time-step. Van Liew and 
Garbrecht (2003) evaluated SWAT’s ability to predict streamflow under varying climatic 
conditions for three nested subwatersheds in the Little Washita River Experimental 
Watershed in southwestern Oklahoma. They found that SWAT could adequately simulate 
runoff for dry, average, and wet climatic conditions in one subwatershed, following 
calibration for relatively wet years in two of the subwatersheds. Govender and Everson 
(2005) also found that the model performed better in drier years than in a wet year. 
     Deliberty and Legates (2003) used SWAT to simulate soil moisture conditions in 
Oklahoma. Arnold et al. (2005) validated a crack flow model for SWAT, which simulates 
soil moisture conditions with depth to account for flow conditions in dry weather. The crack 
flow model is impacted by crack potential, soil depth, and soil moisture. Seasonal trends were 
in agreement with simulated crack volume (R2=0.84). Measured daily surface runoff was 
regressed with simulated data resulting in an R2=0.87.  
     Chanasyk et al. (2002) simulated the impacts of grazing on hydrology and soil moisture, 
respectively, using small grassland watersheds under three grazing intensities in Alberta, 
Canada. They evaluated SWAT’s ability to simulate low flow conditions that included 
snowmelt events. Chanasyk et al. and Peterson and Hamlet (1998) found that SWAT was 
better suited for long simulation periods and suggested that the snowmelt routine be 
improved. The modifications performed by Fontaine et al. (2002) have clearly improved the 
snowmelt routine, as evidenced by an NSE increase from -0.70 to 0.86 for a six-year SWAT 
simulation of the Upper Wind River Basin in Wyoming.    
     Sun and Cornish (2005) simulated 30 years of bore data from a 437 km2 catchment. They 
used SWAT to estimate recharge in the headwaters of the Liverpool Plains in NSW, 
Australia. These authors determined that SWAT could estimate recharge and incorporate land 
use and land management at the catchment scale as compared to using the point source 
modeling approach. Gosain et al. (2005) assessed SWAT’s ability to simulate return flow 
after the introduction of canal irrigation in a basin in Andra Pradesh, India. SWAT provided 
the assistance water managers needed in planning and managing their water resources under 
various scenarios. 
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     The impact of flood-retarding structures on streamflow with varying climatic conditions in 
Oklahoma was investigated with SWAT by Van Liew et al. (2003b). It was found that flood- 
retarding structures are effective at reducing annual peak runoff events. Low streamflow was 
also impacted, showing that maintenance of a minimum baseflow is vital for stream habitat 
preservation.  
 
Climate Change Impact Studies 
     Climate change impacts can be simulated directly in the standard SWAT model by 
accounting for: (1) the effects of increased atmospheric CO2 concentrations, in the range of 
330-660 ppmv, on plant development and transpiration, and (2) changes in climatic inputs 
that are usually determined by downscaling climate change projections generated by general 
circulation models (GCMs) or GCMS coupled with regional climate models (RCMs). 
Eckhardt and Ulbrich (2003) have directly addressed variable stomatal conductance and leaf 
area responses by incorporating different stomatal conductance decline factors and leaf area 
index (LAI) values in SWAT-G, as a function of five main vegetation types; a similar 
approach could be a useful enhancement for the standard SWAT model.  
     Stonefelt et al. (2000) and Fontaine et al. (2001) assessed climate change impacts with 
SWAT for the 5,000 km2 Upper Wind River Watershed in northwest Wyoming and the 427 
km2 Spring Creek Watershed in the Black Hills of South Dakota, respectively, using arbitrary 
changes in climatic inputs that were based, in part, on previous GCM/RCM projections. 
Eheart and Tornil (1999) also report arbitrary climatic change impacts on Illinois water 
resources.    
     Cruise et al. (1999), Ritschard et al. (1999), and Limaye et al. (2001) describe climate 
change impacts on the hydrology of selected watersheds in the U.S. southeast region, using 
SWAT and downscaled climate projections from the HadCM2 GCM. Ritschard et al. found 
that future water availability could decline up to 10% within 20-40 years during critical 
agricultural growing season periods in the Gulf Coast. A second key finding (Limaye et al.) 
was that GCM interfaces with hydrologic models may only work for regional assessments of 
seasonal and annual climate change rather than for short-term watershed-level analyses. 
Rosenberg et al. (2003) simulated the effect of downscaled HadCM2 climate projections 
(CO2 = 560 ppmv) on the hydrology of the 18 major U.S. water resource regions (MWRRs) 
with SWAT within the HUMUS framework; predicted water yields changed from -11 to 
153% and 28 to 342% across the MWRRs in 2030 and 2095, respectively, relative to the 
baseline. Thomson et al. (2003) used a similar approach to evaluate El Niño/Southern 
Oscillation (ENSO) scenario effects on the 18 MWRRs while Rosenberg et al. (1999) 
evaluated GCM projection impacts on the Ogallala Aquifer within two MWRRs. Other 
studies that used downscaled GCM projections include Muttiah and Wurbs (2002), Eckhardt 
and Ulbrich (2003), and Krysanova et al. (2005).    
     Stone et al. (2001) predicted the impact of climate change on Missouri River Basin water 
yields by inputting downscaled climate projections, estimated by nesting the RegCM RCM 
within the CISRO GCM, into a modified SWAT model (Hotchkiss et al., 2000) that more 
accurately simulated major Missouri River reservoirs. Water yields declined at the basin 
outlet by 10 to 20% during the spring and summer months, but increased during the rest of 
the year. Significant shifts in Missouri River Basin water yield impacts were found when 
SWAT was driven by downscaled CISRO GCM projections only versus the nested RegCM-
CISRO GCM approach (Stone et al., 2003). Jha et al. (2004b) found that Upper Mississippi 
River Basin streamflows increased by 50% for the period of 2040-49, when climate 
projections generated by a nested RegCM2-HadCM2 approach were used to drive SWAT.    
     Hanratty and Stefan (1998), Varanou et al. (2002), and Boorman (2003) report climate 
change impacts on both hydrology and pollutant losses. Hanratty and Stefan found that 
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streamflows, and P, organic N, nitrate, and sediment yields, generally decreased for a 3,400 
km2 watershed in southwest Minnesota in response to a downscaled 2xCO2 GCM climate 
change scenario. Varanou et al. also found that average streamflows, sediment yields, organic 
N losses, and nitrate losses decreased during most months in response to nine different 
climate change scenarios downscaled from three GCMs for a 2,796 km2 watershed in Greece. 
Boorman evaluated climate change impacts on flow and nutrient loses with SWAT for four 
different watersheds located in Italy, France, Finland, and the UK. 
 
Pollutant Loss Studies 
     Pollutant loss estimations are described in roughly 50 of the peer-reviewed papers, many 
of which are discussed in other sections. Papers focused on validation efforts of SWAT 
pollutant loss routines and/or evaluation of best management practices (BMP) are discussed 
in this section.   
     Initial comparisons of SWRRB-ROTO sediment output compared favorably with 
measured data for three watersheds in Texas (Arnold et al., 1995a). SWAT predictions of 
sediment loss were further tested in nine watersheds in Texas (Srinivasan et al., 1998b; 
Arnold et al., 1999; Santhi et al., 2001a; Saleh et al., 2000) and single watersheds in Indiana 
(Arnold and Srinivasan, 1998; Engel et. al., 1993), New York (Benaman and Shoemaker, 
2005), Maryland (Chu et al., 2004), and India (Tripathi et al., 2004). These studies varied in 
watershed sizes, interval and duration of measured sediment loss, validation criteria, and 
other factors. All of the studies concluded that the SWAT sediment predictions showed 
general agreement with measured values, except for the New York and Maryland 
experiments. The analysis in the New York watershed concentrated on high-flow sediment 
event data, and SWAT underestimated 34 of the 35 observed sediment loads and 
underestimated erosion caused by snowmelt. In Maryland, monthly sediment predictions 
were poor but annual sediment predictions strongly agreed with annual observed sediment 
loss.  SWAT nitrogen and phosphorous predictions were evaluated in two watersheds in 
Texas (Santhi et al., 2001a; Saleh et al., 2000), two watersheds in Finland (Frances et al., 
2001; Grizzetti et al., 2003), a watershed in Indiana (Arnold and Srinivasan, 1998; Engel et 
al. 1993) and a watershed in Maryland (Chu et al., 2004). These studies all concluded that 
SWAT reasonably predicted measured nitrogen and phosphorus losses, except for poor 
monthly predictions for the study in Maryland. In addition, Veith et al. (2005) found that 
measured watershed exports of dissolved P and total P during a 7 month sampling period 
from a Pennsylvania watershed were similar in magnitude to SWAT predicted losses.  
     SWAT has been used to evaluate the environmental or economic impacts of BMPs or land 
use changes at a variety of scales. SWAT was used within HUMUS to conduct a national-
scale analysis of the effect of management scenarios on water quantity and quality 
(Jayakrishnan et al., 2005).  Atwood et al. (1999) used SWAT to determine the effects of 
reducing nitrogen fertilizer on corn and sorghum in the Upper Mississippi River valley, as a 
function of crop nitrogen stress over 5 or 10% of the growing season. The 10% stress level 
resulted in reducing fertilizer needs by 30% and N transport in the Upper Mississippi and 
Ohio rivers by 3%, while having only a modest impact on agricultural prices and income. 
SWAT results indicated that implementation of improved tillage practices can reduce 
sediment yields by almost 20% in the Rock River in Wisconsin (Kirsch et al., 2002). Chaplot 
et. al. (2004) found that adoption of no tillage, changes in nitrogen application rates, and land 
use changes could greatly impact nitrogen losses in the Walnut Creek Watershed in central 
Iowa. Further analysis of BMPs by Vache et al. (2002) for Walnut Creek and a second Iowa 
watershed indicated that large sediment reductions could be obtained, depending on BMP 
choice. Gitau et. al (2004) determined cost-effective pollution reduction through farm level 
optimization of BMP placement using SWAT. The effects of BMPs related to dairy manure 
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management and municipal wastewater treatment plant effluent were evaluated by Santhi et 
al. (2001b) with SWAT for the Bosque River Watershed in Texas. Water quality impacts 
associated with converting farmland and forests to turfgrass were assessed by King and 
Balogh (2001) using SWAT. SWAT studies in India include identification of critical or 
priority areas for soil and water management in a watershed (Kaur et al., 2004 and Tripathi et 
al., 2003), the impact of different tillage systems on nitrogen and sediment losses, and the 
effects of replacing rice with peanut and soybean on soil loss (Tripathi et al., 2005). 
 
Calibration Technique Studies 
     SWAT input parameters are physically based and are allowed to vary within a realistic 
uncertainty range for calibration.  Calibration techniques are generally referred to as either 
manual or automated.  With manual calibration, the user compares measured and simulated 
values and better judgment is used to determine which variables to adjust, how much to 
adjust them, and when the results are reasonable. Santhi et al. (2001a) calibrated and 
validated SWAT for streamflow, sediment, nitrogen and phosphorus loss simulations for the 
Bosque River in Texas. They present a general procedure for manual calibration suggesting 
sensitive input parameters, realistic uncertainty ranges and reasonable regression results (i.e., 
satisfactory R2 and NSE values). Lenhart et al. (2002) report on the effects of two different 
sensitivity analysis schemes using SWAT-G, in which an alternative approach of varying 
parameter values within a fixed percentage of the valid parameter range was compared with 
the more usual method of varying each initial parameter by the same fixed percentage. Spruill 
et al. (2000) performed a sensitivity analysis which showed that saturated hydraulic 
conductivity, alpha baseflow factor, drainage area, channel length, and channel width were 
the most sensitive parameters. Coffey et al. (2004) recommended using the R2 and modeling 
efficiency objective functions for daily streamflow data. NSE and R2 coefficients are their 
suggested methods for analyzing monthly data.  
     Automated methods link SWAT with an optimization scheme to automate the calibration 
procedure. Applications of a shuffled complex evolution optimization scheme are described 
by van Griensven and Bauwens (2001; 2003; 2005) and van Griensven et al. (2002) for 
ESWAT simulations, primarily for the Dender River in Belgium. The user inputs calibration 
parameters and ranges along with measured daily flow and pollutant data.  The automated 
calibration scheme controls up to several thousand model runs to find the optimum input data 
set. Vandenberghe et al. (2002) describe further ESWAT autocalibrations for the Dender 
River basin. A similar automatic calibration was performed with the SCE genetic algorithm 
by Eckhardt and Arnold (2001) for an 81 km2 watershed in Germany; Eckhardt et al. (2005) 
identify this approach as a shuffled complex evolution algorithm in a second analysis. 
     In addition to total streamflow, it is important to calibrate individual hydrologic processes.  
Because of pollutant transport processes, it is particularly important to simulate proper 
surface and groundwater flow ratios.  To aid in estimating surface and ground water flows, 
automated baseflow separation techniques were compared with manual techniques (Arnold et 
al., 1995a). Arnold and Allen (1999) successfully utilized an automated digital filter 
technique for estimating baseflow and annual groundwater recharge from streamflow 
hydrographs. The automated technique is used as a check on mass balance methods for 
shallow water table aquifers. The automated filter was validated with data from six 
watersheds in the Midwest and eastern U.S. 
     Benaman and Shoemaker (2004) developed a method that applies Monte Carlo runs to 
reduce uncertain parameter ranges. After parameter range reduction, their method reduced the 
model output range by an order of magnitude, resulting in reduced uncertainty and the 
amount of calibration required for SWAT. However, significant uncertainty remained with 
the SWAT sediment routine. As an alternative to using the Monte Carlo method, Whittaker 
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(2004) used a Beowulf cluster parallel computer with specialized application information for 
simulations with SWAT. Twelve hundred annual simulations including 102 years of sediment 
load and flow out of each basin outlet were run with varying computational nodes, which 
nearly reached the theoretical speed increase. Govender and Everson (2005) evaluated SWAT 
to assess if it could reasonably simulate hydrologic processes in daily time steps from two 
small South African catchments. SWAT’s inability to grow Mexican Weeping Pine (Pinus 
patula) was reflected in the lack of simulating increased ET rates in mature plantations. They 
used the PEST parameter estimation program and identified soil moisture variables, initial 
groundwater variables, and runoff curve numbers to be some of the sensitive parameters in 
SWAT. Di Luzio and Arnold (2004) described the background, formulation, and results of an 
hourly input-output calibration approach to potentially be used by SWAT. This approach was 
tested on 24 representative storm events between 1994 and 2000 in a 1,233 km2 watershed in 
Oklahoma.  
 
Effects of Subwatershed Delineation and Other Inputs on SWAT Predictions 
     Binger et al. (1997), Manguerra and Engel (1998), FitzHugh and Mackay (2000), Jha et al. 
(2004), and Chen and Mackay (2004) found that SWAT flow predictions were generally 
insensitive to HRU and/or subwatershed delineations, with no changes in input data. 
However, Binger et al. found that the number of subwatersheds affected predicted sediment 
yields; FitzHugh and Mackay, Jha et al., and Chen and Mackay found similar results when 
varying both HRUs and subwatersheds. Jha et al. also found that SWAT nitrate predictions 
were sensitive to HRU and subwatershed configurations but mineral P estimates were not. 
Binger et al. suggested that sensitivity analyses should be performed to determine the 
appropriate level of subwatersheds. Suggestions on selecting appropriate numbers of 
subwatersheds are given by Jha et al. Chen and Mackay suggest that errors in MUSLE 
sediment estimates can be avoided by using only subwatersheds, instead of using HRUs 
within subwatersheds. 
     Bosch et al. (2004) found that SWAT streamflow estimates for a 22.1 km2 subwatershed 
of the Little River Watershed in Georgia were more accurate using high-resolution 
topographic, land use, and soil data versus low-resolution data obtained from BASINS. 
Cotter et al. (2004) report that DEM resolution was the most critical input for a SWAT 
simulation of the 1,890 ha Moores Creek Watershed in Arkansas, and that minimum DEM 
resolution should be between 30 and 300 m and minimum land use and soil resolutions 
should be between 300 and 500 m to obtain accurate flow, sediment, NO3-N, and TP 
estimates. Di Luzio et al. (2005) also found that DEM resolution was the most critical for 
SWAT simulations of the 21.3 km2 Goodwin Creek Watershed in Mississippi; land use 
resolution effects were also significant but the resolution of soil inputs was not.        
     Simulated hydrologic responses in SWAT or SWAT-G have also been shown to be 
sensitive to historical land use changes (Miller et al., 2002), hypothetical land use changes 
(Fohrer et al., 2001; Eckhardt et al., 2003; Heuvelmans et al., 2004; Huisman et al., 2004; 
Heuvelmans et al., 2005), and similar results have been found with the SWIM model 
(Krysanova et al., 2005). Other studies have shown that SWAT hydrologic responses are 
sensitive to choice of climatic inputs (Harmel et al., 2000; Moon et al., 2004) or choice of 
surface runoff estimation technique (King et al., 1999).  
     Haverkamp et al. (2002) established a relationship between SWAT’s efficiency and the 
number of subwatersheds modeled. A statistically based approach/tool called the 
SUbwatershed Spatial Analysis Tool (SUSAT) was used to find an appropriate level of 
discretization to be applied to the three watersheds before running SWAT. Further 
application of SUSAT in combination with SWAT-G, IOSWAT, and other software tools are 
described by Fohrer et al. (2005) and Haverkamp et al. (2005). 
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Comparisons of SWAT with Other Models 
     Borah and Bera (2003; 2004) compared SWAT with several other watershed-scale 
models. In their 2003 paper, they report that DWSM, HSPF, SWAT, and other models have 
hydrology, sediment, and chemical routines applicable to watershed scale catchments, and 
concluded that SWAT is a promising model for continuous simulations in predominantly 
agricultural watersheds. In their 2004 paper, they compiled 17 SWAT, 12 HSPF, and 18 
DWSM applications and concluded that SWAT and HSPF were suitable for predicting yearly 
flow volumes, sediment loads, and nutrient losses, were adequate for monthly predictions 
except for months having extreme storm events and hydrologic conditions, and poor in 
simulating daily extreme flow events. In contrast, DWSM reasonably predicted distributed 
flow hydrographs and concentration or discharge graphs of sediment, nutrient, and pesticides 
at small time intervals. Shepherd et al. (1999) evaluated 14 models and found SWAT to be 
the most suitable for estimating phosphorus loss from a lowland English catchment.  
     Van Liew et al. (2003a) compared the streamflow predictions of SWAT and HSPF on 
eight nested agricultural watershed within the Washita River Basin in southwestern 
Oklahoma. They found that differences in model performance were mainly attributed to the 
runoff production mechanisms of the two models.  Furthermore, they concluded that SWAT 
gave more consistent results than HSPF in estimating streamflow for agricultural watersheds 
under various climatic conditions and may thus be better suited for investigating the long 
term impacts of climate variability on surface water resources.  Saleh and Du (2004) 
calibrated SWAT and HSPF with daily flow, sediment, and nutrients measured at five stream 
sites of the Upper North Bosque River Watershed located in Central Texas. They concluded 
that the average daily flow, sediment, and nutrient loading simulated by SWAT were closer 
to measured values than HSPF during both the calibration and verification periods. El-Nasr et 
al. (2005) found that both SWAT and MIKE-SHE simulated the hydrology of Belgium’s 
Jeker River Basin in an acceptable way. However, MIKE SHE predicted the overall variation 
of river flow slightly better.  
 
Interfaces of SWAT with Other Models 
     Innovative applications have been performed by interfacing SWAT with other 
environmental and/or economic models. Evaluation of irrigation management strategies for 
three watersheds in Kansas have been performed with SWATMOD (Sophocleus et al., 2000) 
and two similar SWAT-MODFLOW interface applications (Sophocleus et al., 1999; Perkins 
and Sophocleus, 1999). A combined SWAT-MODFLOW approach was also used to study 
runoff and water balance for a 5,000 km2 basin in central New Mexico (Menking et al., 2003) 
and flow and nitrate movement for a 12 km2 watershed in Brittany, France (Conan et al., 
2003). Osei et al. (2003a; 2003b) simulated the impacts of nutrient losses from dairy manure 
applications for the Lake Fork Reservoir Watershed (LFRW) in northeast Texas and the 
Upper North Bosque River Watershed (UNBRW) in north central Texas, respectively, by 
interfacing a Farm Economic Model (FEM) with the APEX model and SWAT. It was 
concluded that appropriate pasture nutrient management including stocking density 
adjustments and more efficient application of commercial fertilizer could lead to significant 
reductions in nutrient losses in the LFRW, and that manure incorporation reduced phosphorus 
losses at a relatively small to moderate cost to producers in the UNBRW. Lemberg et al. 
(2002) evaluated the economic impacts of brush control in the Frio River Basin in Texas by 
linking the PHYGROW model with SWAT and using two economic models. Economic 
evaluations of riparian buffer benefits in regards to reducing atrazine concentration and other 
factors were performed by Qiu and Prato (1998; 2001). The performance of a salmon habitat 
remediation policy was evaluated by Whittaker (2005) by linking SWAT to a farm operator 
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model. Whittaker et al. (2003) determined whether or not a nutrient input tax is better in 
reducing agricultural fertilizer application than a command and control policy by interfacing 
SWAT with an economic policy model. Evaluation of different policies were demonstrated 
by Attwood et al. (2000) by showing economic and environmental impacts at the U.S. 
national scale and for Texas by linking SWAT with an agricultural sector model. Weber et al. 
(2001) studied the effects of land use changes on landscape structures and functions using 
SWAT and the ecological model ELLA. Fohrer et al. (2002) used SWAT-G, the YELL 
ecological model, and the Proland Agricultural Economic model to assess the effects of land 
use changes and associated hydrologic impacts on habitat suitability for the Yellowhammer 
bird species. Frede et al. (2002) describe the importance of soil relationships for studies that 
interface SWAT with the ELLA, YELL, Proland, and related models. 
 
Research Needs 
     The worldwide application of SWAT reveals that it is a versatile model that can be used to 
integrate multiple environmental processes, which support more effective watershed 
management and the development of better-informed policy decisions. The SWAT model 
will continue to evolve as users determine needed improvements that will enable more 
accurate simulation of currently supported processes or provide new functionality that will 
expand the SWAT simulation domain. Key SWAT research needs and emerging model 
developments include: 
 

1. Development of concentrated animal feeding operations and related manure 
application routines that support simulation of surface and integrated manure 
application techniques and their influence on nutrient fractionation, distribution in 
runoff and soil, and sediment loads.  

2. Water flow between hydrologic response units has been initiated so that landscape 
position between HRUs will influence the water balance as well as nutrient and 
sediment loads. 

3. Stream channel degradation and sediment deposition need improvement to better 
describe sediment transport and demonstrate nutrient loads associated with sediment 
movement. 

4. Autocalibration and uncertainty analysis tools are currently being improved in 
SWAT; however, refinements are needed to lessen user calibration time. 

5. Development of a GIS interface using ArcGIS has been initiated, which will have the 
same functionality as AVSWAT (Di Luzio et al., 2002).  

6. Improved simulation of riparian zones and other conservation practices is needed in 
SWAT, to better support watershed-based BMP evaluations. 

 
Conclusions 

 
     The wide range of SWAT applications that have been described here underscores that the 
model is a very flexible and robust tool that can be used to simulate a variety of watershed 
problems. The ability of SWAT to replicate hydrologic and/or pollutant loads at a variety of 
spatial scales on an annual or monthly basis has been confirmed in numerous studies. 
However, the model performance has been inadequate in some studies, especially when 
comparisons of predicted output were made with a time series of measured daily flow and/or 
pollutant loss data. Some users have addressed weaknesses in SWAT by component 
modifications, which support more accurate simulation of specific processes or regions. This 
is a trend that will likely continue. Creation of additional support tools to facilitate various 
applications of SWAT can also be expected. The SWAT model will continue to evolve in 
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response to the needs of the ever-increasing worldwide user community and to provide 
improved simulation accuracy of key processes. 
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Abstract 
 
     The need for assessment of water resources availability and quality in large, ungauged river 
basins and large regions is a frequent topic of discussion.  It is becoming increasingly important 
for water resources evaluation in countries with poor data availability, and for climate and land 
use change impact assessment at the regional scale. The main objective of this study is to discuss 
prerequisites and conditions for such applications using ecohydrological river basin models like 
SWIM (Soil and Water Integrated Model) and SWAT (Soil and Water Assessment Tool). SWIM 
was developed based on SWAT-1993 for climate and land use change impact studies. SWIM has 
several improved/modified subroutines and several new modules in comparison with SWAT-
2000, e.g. the crop generator to distribute crop rotations; the riparian zone module as an interface 
between upland areas, groundwater, and river networks; the forest growth module; the module 
for CO2 adjustment of plant growth; and the carbon cycle module.  
     The choice of strategy for model validation and analysis of uncertainty related to model 
parameterization and input data are discussed in this paper. The purpose is to discuss the multi-
site, multi-scale, and multi-criteria validation method of a regional-scale ecohydrological model 
based on uncertainty analysis performed in advance. This method was successfully applied for 
modelling with SWIM in the Elbe River Basin in Germany (drainage area of about 100,000 km2) 
and its subbasins. The basin is representative of semi-humid landscapes in Europe, where water 
availability during the summer season is the limiting factor for plant growth and crop yield. 
Analysis of parameter sensitivity and analysis of uncertainty related to model parameterization 
and input data should be performed before the validation in order to optimize the validation 
strategy. The prerequisites of the model application in ungauged basins are discussed. 
 
Introduction 
 
     Ecohydrology combines the studies of hydrological, biogeochemical, and ecological 
processes and their interrelations in soil and water bodies. It aims at a better understanding of 
hydrological factors determining the development of natural and human-driven terrestrial 
ecosystems, and of ecological factors controlling water fluxes. River catchments can be 
considered as integrators of the effects of many climatic and terrestrial forces, as they have 
hierarchical structure and natural boundaries, and therefore represent an appropriate scale for 
ecohydrological modelling.  
     A physically based hydrological/ecohydrological model describes the natural system using 
mainly basic mathematical representations of the flow of mass, momentum, and energy. At the 
catchment scale, a physically-based model has to be fully distributed by accounting for spatial 
variations in all variables and parameters. However, the fact that a model is physically based 
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does not necessarily mean that it is based only on fundamental physical laws. Conceptual 
approaches that mathematically describe the general process behavior may also be included.  
     It has been shown that the inclusion of physical laws in a model does not, by itself, guarantee 
its quality. Even if physical laws included in the model are proven to represent a good 
mathematical description for a soil column under laboratory conditions where soil has been well 
mixed, this may not automatically be the case at the scale of grid elements used in distributed 
hydrological models (Beven, 1996). These equations usually require application with parameters 
and variables assumed to be uniform over a spatial scale of hundreds of meters or even 
kilometers. On the other hand, description of physical processes is lacking in conceptual 
hydrological models (e.g. water movement through soil layers), and therefore it is difficult to 
integrate biogeochemical processes in them. 
     The continuous dynamic models that include mathematical descriptions of physical, 
biogeochemical, and hydrochemical processes, and combine significant elements of both 
physical and conceptual semi-empirical nature can be called process-based ecohydrological 
models. Numerous studies have demonstrated that such models are able to adequately represent 
natural processes at the catchment scale.  
     An ecohydrological model for a river catchment inevitably contains a hydrological module as 
a basic element. Another necessary part is a vegetation submodel. Also, such a model usually 
includes submodels for biogeochemical cycles (carbon, nitrogen, phosphorus) with a certain 
level of complexity. The hydrological, vegetation, and biogeochemical submodels are usually 
coupled in order to include important interactions and feedbacks between the processes, like 
water and nutrient drivers for plant growth, water transpiration by plants, nutrient transport with 
water, etc. Usually, vertical and lateral fluxes of water and nutrients in catchments are modelled 
separately, whereas climate parameters are not modelled but used as external drivers. The 
models SWAT (Arnold et al., 1993) and SWIM (Krysanova et al., 1998a) can be classified as the 
process-based modelling tools. 
     In this paper, the following problems related to regional applications of ecohydrological 
models SWIM and SWAT are discussed: choice of strategy for model validation, and analysis of 
uncertainty related to model parameterization and input data. 
 
Short Description of SWIM  
 
     The modelling system SWIM is a continuous-time spatially semi-distributed model, 
integrating hydrological processes, vegetation growth (agricultural crops and natural vegetation), 
nutrient cycling (carbon, C, nitrogen, N, and phosphorus, P), and sediment transport at the river 
basin scale. In addition, the system includes the interface to the Geographic Information System 
GRASS (Geographic Resources Analysis Support System, GRASS 4.1, 1993), which allows the 
extraction of spatially distributed parameters for elevation, land use, soil, and vegetation, and 
creation of the hydrotope structure and the routing structure for the basin under study.  
     SWIM is based on two previously developed tools – SWAT (Arnold et al., 1993), and 
MATSALU (Krysanova et al., 1989). The model MATSALU was developed in Estonia for the 
agricultural basin of the Matsalu Bay, with an area of about 3,500 km2, and the Matsalu Bay 
ecosystem in order to evaluate different management scenarios for the eutrophication control of 
the bay. The MATSALU model has a three-level spatial disaggregation and consists of four 
externally coupled submodels for the basin hydrology, the basin geochemistry, the river transport 
of water and nutrients, and the nutrient dynamics in the bay ecosystem. Both SWAT and the 
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catchment submodel MATSALU were based on the CREAMS model (Knisel, 1980), like many 
other hydrological/water quality models.  
     A three-level scheme of spatial disaggregation (basin – subbasins – hydrotopes or region – 
climate zones – hydrotopes) plus vertical subdivision of the root zone into a maximum of 10 soil 
layers are used in SWIM. A hydrotope is a set of elementary units in a subbasin or climate zone, 
which have the same land use and soil. During the simulation,  
(1) water, nutrients, and plant biomass were initially calculated for every hydrotope/soil layer in 

a hydrotope,  
(2) the outputs from hydrotopes were then integrated to estimate the subbasin outputs, and  
(3) the routing procedure was applied to the subbasin lateral flows for water, nutrients, and 

sediments, taking into account transmission losses. 
 
The latest developments in SWIM include: 
(1) additional functions describing dependence of photosynthesis and transpiration on   
      atmospheric CO2 for climate change impact assessment; 
(2) implementation of the method of sensitivity and uncertainty analysis in SWIM; 
(3) implementation of a multi-criteria, multi-site, and multi-scale validation method of SWIM; 
(4) thorough validation of SWIM in a lowland catchment for water quality; 
(5) improved forest ecosystem module and crop generator; 
(6) implementation of riparian zone module in SWIM to improve water quality modelling; 
(7) direct inclusion of a carbon cycle module in SWIM.  
 
     This paper describes the methods of sensitivity, uncertainty, and validation (for details see 
Hattermann et al., 2005a). The equations for climate change impact assessment are presented in 
Krysanova and Wechsung, 2002a. The implementation of the riparian zone module and 
application of SWIM for water quality modelling is described in Hattermann et al., 2005b and 
Habeck et al., 2004. The carbon cycle module in SWIM and its verification are described in Post 
et al., 2004.   

 
The Basin under Study 

 
     The Elbe River Basin covers large parts of the Czech Republic and Eastern Germany. The 
total length of the Elbe River is 1,092 km, the drainage area is approximately 148,268 km² 
(approximately 2/3 belongs to Germany and 1/3 to the Czech Republic).  About 25 million 
inhabitants live in the basin, which includes the cities of Prague, Berlin, Hamburg, Dresden, and 
Leipzig. Many tributaries of the Elbe are controlled with dams and weirs, whereas the main 
channel of the Elbe in Germany is in a semi-natural status.  
     The river discharge is characterized by winter and spring high water periods. Buffer storages 
of glacial snow to mitigate against both flood discharge and low flow are missing in the upstream 
reaches of the Elbe due to the lack of high mountain regions. Therefore, the span between 
monthly low flow and high flow in the Elbe is 1:21. The long-term mean annual precipitation in 
the basin is 659 mm. The long-term mean annual discharge of the Elbe River is 716 m3 s-1 at the 
gauge Neu Darchau, the specific discharge is 6.2 l s-1 km-2, which corresponds 29.7% of the 
annual precipitation. 
     The German part of the Elbe drainage area is subdivided into three typical subregions based 
on relief and soils, namely, (1) the Pleistocene lowland, covering the Havel basin and the area to 
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the west and northwest of it; (2) the loess subregion in the lower parts of the Saale and the Mulde 
basins; and (3) the mountainous subregion in the upper parts of the Saale and the Mulde basins. 
Agricultural areas that occupy about 56% of the total area of the German part of the drainage 
basin represent one of the most important sources of diffuse nutrient pollution. The Elbe and its 
tributaries are intensively used for fresh water supply for domestic, industrial, and agricultural 
purposes.  
     A primary reason for selecting the Elbe Basin as a case study is its vulnerability to water 
stress during dry periods. Due to the position of the basin between the relatively “wet” maritime 
climate in Western Europe and the more continental climate in Eastern Europe with longer dry 
periods, the annual long-term average precipitation is relatively small. In the lowland of the 
German part of the basin it is less than 600 mm yr-1. The Elbe River Basin is therefore classified 
as the driest among the five largest river basins in Germany (Rhine, Danube, Elbe, Weser, and 
Ems). Taking into account the existing centers of urbanization in the basin (Berlin, Hamburg, 
etc.), and a possibility of decreasing precipitation in the future due to climate change (Werner & 
Gerstengarbe, 1997), the resulting potential problems and conflicts are escalating, and a 
comprehensive climate impact study is becoming increasingly important. In the Global Change 
impact studies, particular interest is placed in valuating the effects of expected changes in 
climate and land use on hydrological processes, water quality, and crop yield. 
     Pollution of surface and groundwater in the basin caused by the high intensity of water use, 
excessive application of fertilizers and pesticides in agriculture, and discharge of domestic and 
industrial wastes are yet other reasons for implementing an impact study for the Elbe Basin. 
Nutrient pollution (nitrogen and phosphorus) is one of the most widespread forms of water 
pollution in the region. Even though emissions from point sources were notably decreased in the 
basin since the 1990’s due to reduction of industrial sources and introduction of new and better 
sewage treatment facilities, the diffuse sources of pollution represented mainly by agriculture are 
still not sufficiently controlled. The simulation experiments provide a valuable tool to analyse 
how different factors and management options influence nutrient fluxes from upland areas to the 
basin outlet.    
 
Four Steps of Model Verification for a Basin 
 
The model validation includes four major steps: 
(1) Sensitivity analysis to define a set of most important parameters.  
(2) Uncertainty analysis to evaluate the model uncertainty related to input data and model 

parameters defined in Step 1. 
(3) Multi-scale and multi-site hydrological validation: simulated and measured water discharges 

are compared in the outlet and intermediate gauges in representative subregions and at 
different scales. 

(4) Multi-criteria model validation, including other model outputs, like groundwater table, 
evapotranspiration, crop yield, nutrient concentration and load, and erosion. 
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Sensitivity Analysis Method 
 
     Three subbasins of the Elbe: the upper Saale (1,013 km2 located in the mountainous 
subregion), the Mulde (2,091 km2 located in the mountainous and loess subregions), the Löcknitz 
(447 km2 located in lowland), and the entire Elbe Basin were selected to investigate the model 
sensitivity and uncertainty related to parameters and input data.  
 
     The sensitivity analysis included different global parameters responsible for the model 
behavior, which were chosen after the preliminary test on sensitivity. They are:  
- soil-related parameters: correction factors for saturated soil conductivity, for soil depth, and 

curve number coefficient; 
- vegetation-related parameters: correction factors for LAI, for biomass-energy ratio, for 

albedo coefficient, for base temperature of plant growth, and for root depth; 
- hydrology-related parameters: correction factors for river routing coefficients, for 

groundwater return flow, for groundwater delay, for channel slope and for channel Manning 
coefficient. 

In addition, climate correction factors for temperature, radiation, and precipitation were 
considered in order to investigate the model sensitivity to climate input. 
     The calibration parameters were sampled randomly within their physically meaningful limits. 
Most of the parameters were sampled from the normal distribution with a mean of one, and then 
multiplied with their initial values in order to assess the sensitivity of the model to higher or 
lower values of parameters. The routing correction parameter was sampled from the triangular 
distribution. 
     300 parameter sets were generated for each of the four basins using the Latin Hypercupe 
method (Richter et al., 1996). Each parameter set was the input for a four-year simulation run. 
Two major model outputs were taken into consideration: the deviation in water balance and the 
Nash & Sutcliffe efficiency (1970) for the daily simulated against daily observed water 
discharge. The sensitivity of model results to the parameters was estimated using the Partial 
Correlation Coefficients of the rank transformed data (the simulation results, Tarantola 2001), 
and a set of most important parameters was chosen.  
 
Method of Model Validation 
 
     First, the model was applied separately to 12 subbasins of the Elbe located in different 
subregions with drainage areas varying from 280 to 23,690 km2. The hydrological processes 
were calibrated with a daily time-step using the observed river discharge for comparison. A 
rough non-generic automatic calibration was performed using a Monte Carlo method combined 
with the Latin Hypercupe method (Tarantola 2000) in order to assure that all physically 
meaningful parameter combinations are considered in the modelling procedure. Afterwards, fine-
tuning of the model was done.  
     Then the best 20 results of the automatic calibration for each subregion of the Elbe were 
statistically evaluated applying cluster analysis, where the parameter sets of the simulation 
results were used as independent values to classify them.  This allowed for an investigation of 
typical parameter sets for the subregions of the Elbe Basin. Besides the initial storage values and 
the radiation correction factor, the following three parameters were used to calibrate the 
hydrological processes in the model: the parameter rcor to tune river flow routing, the parameter 
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sccor to calibrate the saturated soil conductivity, and the groundwater reaction factor alph to 
adjust the baseflow.  
     The simulated river discharge was compared with the measured discharge for an eight year 
period. Statistical evaluation of the results was done by analysing the long-term deviation in 
water balance and the efficiency criteria after Nash & Sutcliffe (1970). Based on the calibration 
results, the hydrology of the selected subbasins and the entire Elbe Basin was validated. Based 
on the information gained from the mesoscale catchments, the parameter sets were taken and 
used to validate the hydrological processes over the entire basin.  
     The validation in the Elbe and its subbasins resulted in the Nash & Sutcliffe efficiency 
varying between 0.72 and 0.92 with the daily time-step, and between 0.81 and 0.94 with the 
monthly time-step. The deviation of runoff volume was usually lower than ±3%, with a single 
maximum value of 9.7% for a dry period. The stable results in all three subregions and at 
different scales assure that multi-scale and multi-site validation of SWIM in the Elbe Basin was 
successful. 
     The multicriterial validation included other hydrological variables, like groundwater table and 
evapotranspitration, and other variables related to water quality, erosion, and crops. For example, 
the spatial behaviour of hydrological processes inside the basins was analysed using contour 
maps of the water table and observed time series of groundwater levels. The long-term mean 
water table dynamics in three lowland basins: the Stepenitz basin with an area of 574 km2, the 
Löcknitz basin with an area of 447 km2, and the Nuthe basin with an area of 1,993 km2, were 
simulated and compared with the measured ones. 
     The sequential model validation continued by including vegetation, erosion, and nitrogen 
dynamics. Nitrogen dynamics was examined using data from two basins and two lysimeters, 
erosion was validated using data from two basins, and crop growth using data from the state of 
Brandenburg and the total German part of the Elbe (Krysanova et al., 1999a, 1999b, 2002b, 
Krysanova & Becker, 1999, Dreyhaupt, 2001).  
 
Uncertainty Analysis and Robustness 
 
     Based on the calibration results, the hydrology of three selected subbasins: one subbasin in 
the lowlands (the Löcknitz basin, gauge station Gadow), one in the loess area (the Mulde basin, 
gauge station Wechselburg), and one from the mountains (the Upper Saale basin, gauge station 
Blankenstein), and the entire Elbe Basin were further analysed. The uncertainty was investigated 
using histograms of the two criteria: the model efficiency and the deviation in water balance, 
based on the 300 simulations for every basin. Figure 1 shows eight histograms demonstrating the 
results of the uncertainty analysis. Each graph has four histograms, three for the subbasins from 
the mountains, the loess area and the lowlands, and one for the entire Elbe Basin.  
     As one can see, the model provides a good reproduction of water balance. The mean value of 
300 simulations was around zero for all catchments except those in the loess area, where the 
model tends to slightly overestimate water discharge (and hence, underestimates 
evapotranspiration). In our view, the hydraulic parameterization of loess soils involves a lot of 
uncertainties when the parameters are transferred from the lab measurements to the basin scale, 
so that the inherent heterogeneity of the soils (cracks, macropores, textural characters) cannot be 
represented in macroscale polygon covers. 
     The model efficiency was always above 0.3, the mean values were above 0.6. The conclusion 
is that the model was able to reproduce satisfactory dynamic flow patterns of river discharge in 
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different basins even if sensitive parameters were sampled stochastically and not calibrated. The 
best performance with the highest efficiencies was in the mountainous catchment, which was 
quite natural. The lowest efficiencies, with higher standard deviation, were obtained for the loess 
and lowland catchments. This result agrees with the outcome of the model validation, where the 
nested lowland catchments produced the poorer results. 
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Figure 1. Histograms demonstrating the results of the uncertainty analysis for three 
subbasins and the total Elbe Basin. 
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The distributions for the Elbe Basin represent a composite of the results of the nested subbasins. 
The simulated discharge was slightly overestimated. The average of the efficiency distribution 
was better than the ones in the smaller subbasins, but had higher variation.  
     The overall result of the uncertainty analysis in macroscale applications of SWIM is the 
following: 90% of the simulations have an efficiency above 0.53 and an absolute deviation of 
water balance lower than 9.9%. The uncertainty in simulating the hydrological processes in 
lowland and loess subareas was higher, whereas the results in mountainous parts of the basin 
show a robust and stable performance. 
 
Conclusions and Outlook 
 
     The model validation described in the paper has shown that SWIM is able to illustrate with a 
reasonable accuracy the basic hydrologic processes (including the spatial and temporal 
variability of the main water balance components), the cycling of nutrients in the soil and their 
transport with water, the growth and yield of major crops, and the dynamic features of soil 
erosion and sediment transport under different environmental conditions in catchments of 
temperate climate zones.  
     This provides a justification and a sound base for studying the effects of changes in climate 
and land use on all these interrelated processes and characteristics, and for the model transfer to 
ungauged basins, assuming that climatic, topographical, land use, and soil conditions are similar 
(for example, in the temperate zone). For application in other conditions and climatic zones, a 
preliminary test and validation in representative subbasins could be recommended.  
     The prerequisites of the model application in ungauged basins are: 
- analysis of the model sensitivity to input data and model parameters, outlining the most 

critical input data and parameters; 
- analysis of uncertainty related to input data and model parameters; 
- thorough validation of the model based on the sensitivity analysis performed in advance, 

whereas the method of validation should be multi-scale, multi-site, and multi-criteria. 
After such a procedure, if the model validation was successful and uncertainty is not high, the 
model can be applied in ungauged basins belonging to the same climate zone, or in a larger river 
basin or region. If a new region has essentially different geomorphological or climate 
characteristics, the model application is possible only after its preliminary validation in a 
representative catchment.   
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Abstract 
 
     Data on pesticide application rates and locations in the UK are sparse.  The most precise data 
are available at high costs.  However, regional estimates of average monthly inputs for each crop 
type and pesticide are available for England and Wales from the national Department of 
Environment Food and Rural Affairs (Defra).  The main shortcomings of this data source are that 
precise locations of application are not available and average application rates are calculated as 
the total pesticide usage in the region divided by the total area of a particular crop type.   
Typically, these average application rates will be at levels considerably lower than 0.1 kg ha-1, 
which is clearly not a reflection of the way that pesticides are applied in the real world.  Using a 
hydrologically calibrated and validated SWAT model for the Exe River Basin in southwest 
England, a range of methods for estimation of pesticide application rates and locations were 
tested.  Some calibration data were available from a water treatment plant at the basin outlet. 
     The study has shown that SWAT can be successfully applied using the regional Defra data, 
although calibration of the percop parameter in SWAT is required.  The values of percop 
changes are substantially dependent on the method used to locate pesticide applications in time 
and space. 
 
Introduction 
 
     The modelling of pesticide losses from land to water bodies has traditionally required detailed 
knowledge about land cover, land management, and pesticide applications (e.g. Jarvis et al, 
1991).  When modelling at the river basin scale, such data are difficult if not impossible to find.  
As part of the TERRACE study (White et al, 2005a) there was a requirement to demonstrate the 
capability of the Soil and Water Assessment Tool (SWAT) (Arnold et al, 1998a; Arnold et al, 
1998b; Neitsch et al, 2001) in modelling chemical transfers from land to water.  Although data 
on pesticides are sparse, there is more information available than for other diffuse source 
chemicals.  Thus, given some data and previous work, pesticides were chosen as the trial vehicle 
to demonstrate SWAT’s capabilities in chemical modelling. 
     The pesticide modelling was carried out for a previously calibrated and validated set-up of the 
USDA Soil and Water Assessment Tool (SWAT) for the Exe Catchment in southwest England 
(White et al, 2003; White et al, 2005a). 
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Study Area 
 
     The Exe Catchment has a total area of 1,530 km2 and is located in southwest England (White 
et al, 2005a).  It extends from nearly the north Devon coast to the south coast, reaching its tidal 
limit (the downstream end of hydrological catchment models) at Trews Weir in Exeter, the 
county town.  It is a largely rural, agricultural catchment, dominated by intensive livestock 
grazing over most of the area, with a small region of rough moorland grazing in the north, and an 
area of arable agriculture in the south and west (Figure 1).  Soils vary from peat in the north to a 
mixture of poorly to well drained soils in the south.  Many of the soils have a high surface stone 
content.  The climate of the area is best described as warm and wet.  Annual rainfall for the 
catchment as a whole is 1,097mm.  There are few frost days during the year, but agricultural 
activity is constrained by the wetness of soils which can remain at field capacity well into the 
spring.  There are minor aquifers in the centre of the basin. 
 

 

 

Figure 1. Land use in the Exe Catchment (1990). 
 
Methodology 
 
     The Exe Catchment model was set up, calibrated, verified, and validated as part of a contract 
for the European Chemicals Industries Council (CEFIC).  SWAT was used as the basis for the 
diffuse pollution modelling of catchments in Europe in the TERRACE study (White et al, 
2005a).  Hydrology was calibrated, verified, and validated at the HRU, sub-catchment, and 
catchment scale (White et al, 2005-UK) using data for river flow separated into baseflow and 
rapid response, soil moisture variation, and crop growth and yield.  Once the hydrology was 
performing well, contaminants could be added to the system. 
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The distributed modelling of pesticide losses from fields to rivers and water bodies requires 
information on pesticide input rates and dates.  However, in the UK (and much of Europe) data 
are only routinely available at a regional level.  This provides the modeller with a dilemma.  The 
data that are routinely available are expressed as total usage of a pesticide per month in a region, 
divided by the total hectares of the crop of interest in that region.  This means that the data values 
in kg ha-1 terms are very low, and do not represent what any farmer would do in reality. Example 
data for permanent pasture for two years are shown in Table 1. 
     This study investigated methods of using such regional data in diffuse pollution modelling.  
The data, supplied by the Department of Environment, Food and Rural Affairs (Defra), in the 
UK, are given as average monthly application rates for a specific crop, pesticide, and region (see 
Table 1 for example data).  In contrast, the manufacturer’s recommendations supplied 
information about the required application rate for effective control of pests or weeds, and more 
closely reflect what farmers will do in practice.  Two methods were therefore devised to use 
these two sets of information in modelling pesticide loss in the Exe Catchment.  The pesticide 
chosen was Mecoprop, as it is used on both improved grassland and cereal fields, which are the 
dominant land cover and arable crop type, respectively, in the catchment.  This meant that 
expected losses of Mecoprop were likely to be higher than for other pesticides, an expectation 
which was confirmed on inspection of the limited water quality data for model validation.  The 
use of Mecoprop added a further complication in that some farmers were switching from 
Mecoprop to Mecoprop-P during the period for which the model was being applied.  However, 
recommended application rates of Mecoprop-P are half of those for Mecoprop and thus where 
Mecoprop-P usage was suggested this was converted to a Mecoprop application at twice the 
Mecoprop-P rate. 
 
Table 1. Defra pesticide application statistics for spring barley in the southwestern region. 
1994 data 1996 data 

Pesticide Month of 
application 

Average 
application 
rate 
(kgha-1) 

Pesticide Month of 
application 

Average 
application 
rate 
(kgha-1) 

Mecoprop 4 0.0336384 Mecoprop 4 0.023194 
Mecoprop 5 0.1728617 Mecoprop 5 0.1411155 
Mecoprop 6 0.0283121 Mecoprop-P 4 0.0194712 
Mecoprop 8 0.004478 Mecoprop-P 5 0.125503 
Mecoprop-P 3 0.0393891 Mecoprop-P 6 0.0339376 
Mecoprop-P 4 0.0205927    
Mecoprop-P 5 0.113266    
 
 
Two methods were developed which use the available data in different ways. 
 
Method 1 
     Regional data from Defra were used to calculate the cumulative monthly application rates of 
Mecoprop.  Within SWAT the catchment was divided into sub-catchments and then into 
hydrological response units (HRUs).  Management actions, such as pesticide application are 
carried out at the HRU level.  Therefore, HRUs were randomly selected for pesticide application 
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from the pasture and cereal HRUs in order to match both the cumulative monthly pattern and the 
monthly regional usage rates for these land uses based on the Defra statistics (Figure 2).  Those 
HRUs selected for pesticide application received a realistic dosage (according to manufacturer’s 
instructions: 1-2.4 kg active substance ha-1 for pasture, 1.4-2.4 kg active substance ha-1 for 
cereals) selected randomly from the range of recommended dosage rates on a randomly selected 
date in the appropriate month.  In practice this meant that HRUs were selected and their areas 
summed until the percentage of the area receiving Mecoprop gave an average application rate 
equivalent to the Defra statistics.  Ten different random selections were made, meaning that 
pesticides were applied at realistic rates but at different times and locations for each of the ten 
scenarios.  The random selection was thus threefold – HRU, date within the month, and dosage 
rate.  In addition, one run was made with the same random selection process but with a much 
more complex pattern of HRUs.  This was achieved by defining many more sub-catchments in 
the original SWAT model, to investigate whether more complexity in the model resulted in 
better predictive capability. 
 

 

Figure 2.  Monthly cumulative pesticide application to grassland in the southwest 
region showing Defra statistics (average for 1994 and 1996) and modelled inputs 
using the complex model set-up. 

 
 
Method 2 
     Method 1 involved considerable pre-processing of data outside of the SWAT run and only 
gave scenarios of possible pesticide application rates rather than a true pattern of application (i.e. 
it was a representation of a possible reality but it was not what really happened).  This caused a 
high overhead in computing and staff requirements for possibly little benefit.  It was therefore 
decided to investigate application of pesticide to ALL potential fields where Mecoprop may be 
used at the regional rate given in the Defra statistics.  While being a completely unrealistic 
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representation of actual farm practice, this is a much simpler modelling procedure.  In this case a 
random element was also introduced by selecting dates for pesticide application within a given 
month.  Thus, pesticides were applied at the monthly regional rate for each land use concerned.  
Again, ten random selections of date within the month were made. 
 
Results 
 
     Very few measurements of Mecoprop concentration are available for all catchments across 
the UK.  The Environment Agency, which has responsibility for routine water quality 
monitoring, takes samples from some 8,000 water bodies across the UK at four weekly intervals.  
These samples are analysed for a range of contaminants, including several pesticides.  However, 
because pesticide concentrations in rivers tend to peak at times of maximum application and high 
surface or drain flow, such a sampling procedure often misses peaks in such event base 
contaminant concentrations.  The same is true for sediment and phosphate.  For pesticides the 
consequence is that they are only present in samples at concentrations lower than the detection 
limit.  In the Exe Catchment there were some data available from the Water Treatment Works 
(WTW) at the outlet of the catchment.  Here the local water company, South-West Water, 
monitors pesticides at times when high concentrations are expected, according to detailed farm 
statistics.  Thus, their data reflect a much higher range of concentrations than those seen in the 
EA data.  These WTW data have been used to verify model results. 
     No calibration of the pesticide component of SWAT has been carried out.  Once the model 
was calibrated, verified, and validated for hydrology this was taken as a sufficient basis for 
contaminant modelling.  This will reflect the situation in most catchments where more 
information is available for hydrological verification than for contaminants.  The logic is that if 
water is moving realistically, both in amount and path, then providing contaminants that are well 
parameterised in terms of their physical characteristics should provide reasonable concentrations 
of the pesticide as it is transported with the relevant flow.  Pesticide characteristic data were 
taken from the Institut National de Recherche Agronomique (NRA) – “Agritox” website 
(http://www.inra.fr/agritox/). 
     Given the methods used to determine pesticide application date and rate, it is not reasonable 
to expect good time series predictions of pesticide concentrations in rivers.  More important, 
from a management point of view, is to be able to predict the frequency at which various 
concentrations may occur.  Results are thus presented as both time series and exceedance curves. 
     Method 1 gives a very poor representation of time series (Figure 3), but a much better 
representation of the frequency curve (Figure 4).  Some improvement in predictive ability is 
achieved as the catchment representation is made more complex, but at the cost of greater time 
inputs for model set-up and runs.  
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Figure 3. Time series of pesticide predictions – method 1. 
 

Figure 4. Pesticide exceedance curves – method 1. 
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Method 2 gives a much better representation of the time series (Figure 5), although it provides a 
slightly poorer representation of the pesticide frequency curve (Figure 6).  However, higher 
concentrations, which it can be argued are the most important to model correctly, are better 
represented with this method. 
     In order to achieve these results in SWAT it was necessary to change one of the model 
parameters, PERCOP.  This controls the percentage of pesticide reaching the soil which is 
available for transport in surface flow.  For Method 1 PERCOP was set at 0.0001 and for Method 
2 PERCOP was set at 0.2.  This represents a reduction in pesticide availability for Method 1.  All 
other model parameters were left the same for both sets of model runs. 
 
Discussion and Conclusions 
 
     These results are important in terms of the feasibility of pesticide modelling over large scales 
and for multiple catchments in Europe.  While research studies for small areas may have data on 
pesticide usage, this will not be the case for larger areas.  Data on pesticides, such as those 
provided by Defra, are available at the European level and the ability to use this information 
within a modelling framework, such as SWAT, represents a step change in contaminant 
modelling. It may also open the possibility of modelling other contaminants for which only 
regional data are available. 
     Clearly, the results obtained have been verified using only a limited set of monitored pesticide 
concentrations.  Lack of data for model validation continues to be the biggest hindrance to 
catchment level contaminant modelling in Europe.  Only through improved data can the 
effectiveness of existing models be judged.  Politicians require models to provide information 
about the impacts of different land management strategies or policies.  It must be made clear to 
them that models can only be as good as the data available to set them up and validate results. 
 



3rd International SWAT Conference 

 37

Method 2

0.00

0.05

0.10

0.15

0.20

0.25

0.30

01/01/1998 01/05/1998 01/09/1998 01/01/1999 01/05/1999 01/09/1999

M
ec

op
ro

p 
co

nc
en

tr
at

io
n 

(m
ic

ro
gr

am
 p

er
 li

tr
e)

Scenario runs Measured data

 

Figure 5. Time series of pesticide predictions – method 2. 
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Figure 6. Pesticide exceedance curves – method 2. 
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Abstract 
 
     Although the SWAT model has been applied to many basins around the world, little 
research has been undertaken on the model’s applicability in very large-scale (millions of 
sqkm) watersheds. The goal of this study was to quantify the amount of the global country-
based available freshwater starting with a sub-continental appraisal. Special emphasis was 
given to the quantification of the spatial and temporal distribution of the total available water 
as well as the soil water, considering its importance for rain-fed agriculture. 
     Setting up the SWAT model for an entire continent using the ArcView interface was not 
possible, as the interface is not able to calculate the geomorphic subbasin parameters for such 
a large area with more than 1,500 subbasins. Therefore, a four million km2 area in West 
Africa, including the Niger, Volta, and Senegal River Basins was first modeled. During this 
setup additional AVSWAT-specific problems were encountered, mainly due to the limited 
ability to manually process stream definitions and subbasin delineations. The DEM had to be 
manipulated in order to avoid a misrouting of the streams. Furthermore, many of the 
necessary SWAT soil and land use parameters do not exist on a global/continental scale, 
making it necessary to use pedotransfer functions and assumptions based on similar classes in 
order to assign reasonable parameter values. Weather station density, and thus climatic data 
availability, is often not sufficient in many parts of the world.  In addition, this data are often 
of meagre quality, making the use of a weather generator inevitable. While WXGEN (the 
weather generator model included in SWAT) needs daily measured values as input, an 
automated procedure was developed in this study for which gridded monthly climate data is 
sufficient. Using a daily weather generator algorithm (DWGA), the annual and monthly 
model output was clearly improved. 
     Once the initial SWAT and data shortcomings for the West Africa case study had been 
overcome, model calibration was completed using SUFI-2, a multi-site automated calibration 
procedure. Preliminary annual and monthly simulations showed promising results with 
respect to the freshwater quantification goal of this study; however, these results also pointed 
out the uncertainty of the conceptual model. Reservoirs and wetlands, amongst others, are 
important processes not included in the model up to now, due to limited information on a 
global scale. Further model improvements, challenging calibration efforts, and a proper 
uncertainty analysis are still necessary. 
 
Introduction 
 
     Two years ago “GIS-based hydrological modelling of global freshwater availability” 
project was started. The objective of this project was to quantify the country-based freshwater 
availability at a sub-continent scale. To better manage the limited water resources, it is 
imperative to have a good estimate of the availability of freshwater at a national scale. This 
figure is widely sought after in many global studies, ranging from studies of food and water 
security, sectoral water planning, national economic and social policies, to desertification, 
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forced migration, and the effects of climate change and population growth. The available 
estimates of freshwater are imprecise and do not quantify the temporal and spatial 
distributions of available water, which in some cases are more important than the available 
water figure itself. Therefore, the goal of this study was to provide monthly figures, not only 
for the river discharges (blue water), but also for the soil water (green water), which is the 
main source of water for rain-fed agriculture.  Furthermore, there are no reliable measures of 
uncertainty associated with the available figures, which makes uncertainty and risk analysis 
extremely difficult. 
     To accomplish the objectives, the integrated, continuous, large-scale daily water balance 
model SWAT (Soil and Water Assessment Tool – Arnold et al., 1998, Arnold et al., 1999) 
was used. SWAT was selected because of its capability to simulate the hydrologic balance as 
simply and yet as realistically as possible. The model accounts for differences in soils, land 
use, crops, topography, and climate. Furthermore, SWAT provides the possibility to extend 
the hydrological model with sediment and nutrient sub-models, an issue that could be of 
interest in a follow-up project.  
     The first step in this project was to collect, compile, and examine globally, digitally 
available data sets, which are necessary in order to run a hydrological model. Initially, the 
intent was to model freshwater availability continent by continent, starting with Africa. Due 
to severe problems within the setup of the continental model using the ArcView–SWAT 
interface, it was decided to first apply SWAT to a four million km2 area in West Africa in 
order to gain experience in large-scale modelling. One major challenge was the insufficient 
daily climate data. Therefore, a daily weather generator algorithm (DWGA) that uses the 
currently available 0.5° monthly weather statistics was developed and successfully tested. 
The calibration of the model is an ongoing process using a multi-site automated global search 
procedure. Preliminary results will be shown and discussed. 
 
Input Data for Global SWAT Simulations 
 
     The basic data sets required to develop the SWAT model input are: topography, soil, land 
use, and climatic data. The following GIS maps and databases were collected mainly from 
freely available sites on the Internet, followed by an accurate compilation and analysis of 
quality and integrity: 
 
(i) A Digital global elevation model (DEM) and stream network, produced by the U.S. 
Geological Survey’s (USGS) public domain geographic database HYDRO1k. This data 
provides consistent global coverage of topography and streams at a resolution of 1 km. 
 
(ii) A Soil map, produced by the Food and Agriculture Organization of the United Nations 
(FAO), which differentiates almost 5,000 soil types at a spatial resolution of 10 km and 
provides some soil properties. Further soil properties for two layers of depth (e.g. particle-
size distribution, bulk density, organic carbon content, available water capacity, and saturated 
hydraulic conductivity) were obtained from Reynolds et al. (1999) and through the use of 
pedotransfer functions implemented in the program Rosetta (Schaap, 1999). 
 
(iii) A Land use map produced by the U.S. Geological Survey (USGS). This 1 km spatial 
resolution Global Land Cover Characterization (GLCC) map represents 24 classes. Plant 
parameters (e.g. leaf area index (LAI), maximum stomatal conductance, maximum root depth, 
and optimal and minimum temperature for plant growth) were determined for the 24 classes 
based on available SWAT land use classes. 
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(iv) Climate data published daily by the National Climatic Data Center (NCDC, 1994) for 
approximately 10,000 worldwide stations for the period of 1977 to 1991. The Global Daily 
Climatology Network (NCDC, 2002) collected climate data at over 30,000 stations for 
different time periods. However, it should be noted that the global distribution of the climate 
stations is fairly uneven, and both quantity and quality of the data vary noticeable. The 
Climatic Research Unit (CRU) provides complete global 0.5° climate grids for the time 
period 1901 to 1995 with, among other parameters, monthly values of precipitation, 
minimum and maximum temperature, and number of wet days per month (New et al., 2000, 
Mitchell et al. 2003).  
     Daily and monthly time series for river discharge were obtained for calibration purposes 
from the Global Runoff Data Center (GRDC, 2004) which provides data for approximately 
6,500 gauging stations around the world. Furthermore, a global database of lakes, reservoirs, 
and wetlands (Lehner and Döll, 2004), and a global map of irrigated areas (Siebert et al., 
2005) are useful sources of additional information.  
 
Basic Setup of the West Africa Model 
 
     The idea for this modelling exercise was to approach the global goal continent by 
continent and start with Africa because the water problem here is among the most severe in 
the world. It is also one of the most challenging regions in the world because of the 
comparably small amounts of available data for this continent. Using the ArcView interface, 
Africa was delineated into about 1,500 subbasins with a threshold drainage area of 10,000 
km2. The following step, the automatic calculation of the geomorphic subbasin parameters 
(e.g. elevation distribution, area, slope, and stream length) failed within the interface, 
possibly due to some internal ESRI ArcView memory problem. As the ArcView source code 
is not freely available, this problem could not be solved. A preliminary version of the newly 
developed ArcGIS-SWAT interface was also tested, and this version can handle a great 
number of subbasins. Unfortunately, there are still other limitations to using this new 
interface, but according to the developers these will be resolved in the near future. 
     In order to gain experience in large-scale hydrological SWAT modeling, a four million 
km2 area in West Africa (approx. one-seventh of Africa) was chosen as the study area for this 
project. This area included the Niger, Volta, and Senegal River Basins (Figure 1). Portions of 
18 countries are included in the modeled basin.  
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Figure 1: West Africa SWAT model study area. 
 
     This area is also of great interest from a technical modelling point of view, as it covers 
climatic zones from hyper-arid to humid. While the greatest part of the area is characterized 
by savannah, the land use varies from barren/sparsely vegetated deserts to evergreen 
rainforests. Ultimately, the subbasins within the political boundaries of each country will be 
integrated to allow a country-based assessment of freshwater availability. 
     The watershed was subdivided into 292 subbasins (Figure 1), again with a minimum 
threshold drainage area of 10,000 km2. The fact that the ArcView-SWAT interface does not 
allow for inland sinks/deltas is problematic. The entire basin was routed to outlets flowing to 
the sea; however, this deficiency was overcome by manipulating the DEM. Artificial holes 
were cut in the DEM, imitating the border of the DEM. In order to find inland sinks it was 
essential to have a digitized stream network. 
     The global land use and soil maps that used were provided in a gridded form. Loading and 
overlaying them within the ArcView-SWAT interface did not work properly for such a large 
watershed. For instance, at least one triangular area within the basin was never covered. This 
problem could be solved by converting the gridded soil and land use layer into shapefiles and 
then loading them again. 
     Due to the large scale and the resulting long computation time, it was decided to use only 
the dominant land use and soil type for the HRU (Hydrological Response Unit) generation. 
At this point, the basic model setup was finished. 
 
Climate Input and the Daily Climate Generator Algorithm 
 
     The climate data is one of the most fundamental inputs to SWAT but in many areas of the 
world, such as West Africa, the gauging station network is not dense and the time periods 
with measured data are short and/or have many missing and sometimes even erroneous data 
(Figure 2).  
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Figure 2: Climate stations and the associated number of years of data as well as the 
centres of the gridded monthly climate data. 
 
     Missing daily climate values at the existing stations were filled within the SWAT program 
using the included weather generator model, WXGEN (Sharpley and Williams, 1990). It was 
developed for the contiguous U.S. and needs daily measured values in order to determine 
monthly statistical values based on which new values are generated. Unrealistic weather data 
can be generated if a weather station has only a few measured or many erroneous values, as 
was the case in this study, and missing values can be generated from untrustworthy statistics. 
A careful manual analysis of the measured values at all stations would be necessary, but was 
not practical in this study with continental models and many hundred of stations. 
     In SWAT, the climate data for each subbasin is obtained from the nearest climate station. 
If the nearest station is far away, the SWAT simulation quality is adversely affected. Due to 
the clustering of suitable stations and the selection of the closest station as the representative 
for every subbasin, only 104 stations were included as weather input for the 292 subbasins. 
Furthermore, it should be noted that for the rest of Africa, with the exception of South Africa, 
the database is even worse, making a reasonable continental hydrological model based only 
on globally available weather station data almost impossible. 
     The CRU developed a complete, global 0.5° monthly climate grid (Figure 2) based on 
measured values using an anomalies interpolation technique. Fekete et al. (2004) compared 
the CRU precipitation dataset with five other datasets and showed that it performed quite well 
in a water balance model and had the longest temporal coverage and best spatial resolution. 
In looking for a daily weather generator that could sufficiently provide monthly summaries, 
we found SIMMETEO (Geng et al., 1986). Hartkamp et al. (2003) and Soltani and 
Hoogenboom (2003) compared SIMMETEO with other stochastic weather generators that 
need a higher temporal resolution input (daily measured values) and found a similar 
performance.  
     As existing daily weather generators were not directly applicable to the data in this study 
and could not be automated in order to generate values for many stations at once, a new daily 
climate generation algorithm (DWGA,  see Schuol and Abbaspour, 2005 for details) for 
rainfall as well as maximum and minimum temperature (Fig. 3) was developed based on 
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SIMMETEO. First, it was necessary to overlay the climate grids with the subbasins and 
aggregate the values in order to obtain one value per month for each subbasin. This step was 
performed using ArcGIS. After DWGA is used to simulate daily values, they are scaled with 
respect to the total monthly CRU averages, as these values are assumed to be the best 
available data. 
 

 
 
Figure 3: Flowchart of the Daily Climate Generation Algorithm.  
 
     Using this procedure a time series of daily precipitation and minimum and maximum 
temperature for each subbasin was obtained and assigned to the subbasin centeroid. After this 
step, model setup was finished and an initial simulation for a 25-year period from 1971 to 
1995 was completed. In addition, a 25-year simulation using the climate station data was 
completed and the runoff results from the two uncalibrated models was compared at 12 
generally evenly distributed discharge stations, each of which had a database for a 
comparatively long time period. While both uncalibrated models clearly overestimated the 
measured runoff, the R-squared value between measured and simulated runoff improved 
significantly using the new generated weather data as opposed to the SWAT generated 
weather (Figure 4).  
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Figure 4: Annual and monthly R-squared values between measured and simulated 
discharge using both climate input from weather stations and grid data. 
 
Calibration Procedure 
 
     The initial simulations have shown that using our generated daily weather, the annual and 
monthly runoff is not well represented, making calibration inevitable. Measured river 
discharge at 68 stations in West Africa was used for calibration purposes. At many stations 
the available data does not cover the entire simulation period, but the available years/months 
were always split into equal time periods for calibration and validation. An initial annual 
calibration was followed by a monthly calibration.  
     The calibration procedure that was used for parameter estimation was the inverse 
modelling routine SUFI-2 (Abbaspour et al., 2004). It is a multi-site, automated global search 
procedure and the RMSE was selected as an objective function. Initial uncertainty ranges, 
equal to the physical parameter bounds, were assigned to each parameter included in the 
calibration procedure and within these ranges Latin hypercube sampling was used for the 
selection of n parameter combinations. The SWAT-SUFI-Interface developed by Yang et al. 
(2005) helped to assign and update the parameters, and thus the model could be run and 
results could be analyzed automatically for all n combinations. Based on the parameter 
combination(s) that resulted in the best representation of measured runoff, new, narrower 
parameter ranges were determined and the procedure was rerun. This step could be repeated 
several times, thus the initial uncertainties in the model parameters are progressively reduced. 
     The goal of this parameter fitting procedure was to bracket most of the measured data 
within the 95% prediction uncertainty (95PPU). If upon reaching this goal a significant R2 
and coefficient of efficiency (Nash-Sutcliff) exits between the observed and measured runoff 
data then the model can be referred to as calibrated. Nevertheless, the question of when the 
model is calibrated remains, it is apparent that the words “most” and “significant” in the goal 
definition are indeterminate. This definition is project dependent and there is not one 
definition that can be applied to all kinds of models/projects. For this large-scale project, 
given the imprecise quality of the measured data, it was sufficient to bracket (account for) 80 
percent of the measured data within the 95PPU, and obtain a Nash-Sutcliff coefficient (NS) 
of larger than 0.5. The 95PPU represents also the parameter uncertainty resulting from the 
non-uniqueness of effective model parameters. 
      Sensitive parameters, to be included in the fitting procedure, were determined by looking 
at the absolute sensitivities (one-at-a-time sensitivity analysis) and the relative sensitivities 
(Jacobian/sensitivity matrix) determined within SUFI-2. 
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Results and Discussion 
 
     The results presented are preliminary and rather a basis for discussion of further 
improvements. Ten parameters were included in the calibration procedure: the CN value of 
grassland and savannah, the available water capacity of the dominant soil type sandy-clay-
loam, some groundwater parameters (GWQMN, REVAPMN, RCHRG_DP), the soil 
evaporation compensation factor ESCO, the surface runoff lag coefficient SURLAG, and the 
two Muskingum routing calibration coefficients MSK_CO1 and MSK_CO2. Figure 5 shows 
the NS coefficient of the monthly runoff calibration at the included 68 stations. 
     At first glance, the results are quite diverse, but a closer look reveals the emergence of 
some clear patterns. While most of the stations in the west have a positive NS and many of 
them also posses a significant NS higher than 0.7, stations further downstream the River 
Niger are not well represented. The stations with a positive NS in the east are all at tributaries 
of the River Niger that have a comparatively small watershed. Figure 6 illustrates the wide 
range of quality in the model fit, taking two stations as an example. It also emphasizes that 
the parameter uncertainty is not the sole source of uncertainty; the model structure 
uncertainty is also important. It seems that not all processes were included in the model, 
especially some that are important further downstream on the River Niger. These processes 
are mainly associated with the existing large reservoirs regulating the runoff of the River 
Niger and also the large Niger Inland Delta delaying the runoff and significantly contributing 
to higher evaporation losses. Furthermore, all types of water use, especially irrigation, have 
local importance. It would be ideal to include reservoirs, wetland, and water use in the model, 
but readily available, detailed information on the management of the reservoirs and on stored 
water in the wetlands are almost nonexistent.  
 

 
Figure 5: Coefficient of efficiency (NS) between the monthly measured and simulated 
runoff at the 68 calibration stations. 
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Figure 6: Exemplary calibration results for runoff at two of the 68 stations: 
Gouloumbou at the River Gambia and Malanville at the River Niger. 
 
 
Conclusions 
 
     This study showed that the SWAT model can be used for extremely large-scale water 
quantity investigations, but there are quite a few stumbling blocks in the model setup. The 
minor problems, such as misrouting of streams, can be resolved, as for the major problem, the 
inability of the existing AVSWAT interface to calculate the geomorphic subbasin parameters 
for very large areas, the new ArcGIS interface will be a solution. The dilemma between the  
need for daily weather station data in the SWAT model and the relative non-existence of 
sufficient high-quality station data could be overcome by using monthly climate data and the 
Daily Climate Generator Algorithm developed in this study.  
     The modelled annual and monthly runoff is quite promising in some areas, but in others 
further model improvements are inevitable. An improved calibration is realistic but due to the 
non-uniqueness of effective parameters there will never be one best fit. Further research on 
the characterization and inclusion of typical reservoir management patterns as well as the 
inclusion of wetlands is necessary. 
     In the near future we will create a model for the entire continent of Africa, making use of 
the experience gained in West Africa, and further approach our global freshwater 
quantification goal. We will also emphasize proper quantification of the uncertainty in the 
freshwater availability estimates.  
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Abstract 
 
     In large parts of West Asia and North Africa, rainfall is not sufficient for crop production. 
Water harvesting, the collection and storage of surface runoff, provides critical water 
supplements for crops in these areas. However, the collection of water in the upstream areas 
affects the downstream users of the resource. The objective of this paper was to evaluate the 
use of SWAT for simulating water flows and productivity of different land uses in arid 
watersheds. The model was applied to a small arid watershed (28 km2) in northern Syria. The 
area has a Mediterranean climate, with a long-term average annual rainfall of 222 mm. This 
paper presents some model modifications and suggestions for using SWAT to model resource 
management processes in dry Mediterranean watersheds, including grazing of crop residues, 
olive orchard management, water harvesting, and degradation of rangelands. With these 
modifications SWAT was found to be a useful tool for evaluating land and water 
management options in arid environments. 
 
 
Introduction 
 
     Water is a continuous concern of the communities in the dry, rain-fed areas of the 
Mediterranean region. When rainfall is barely sufficient to support crops, the natural 
variability of the climate has especially critical effects. The International Center for 
Agricultural Research in the Dry Areas (ICARDA) has adopted the Khanasser Valley in 
northern Syria as an integrated research site for testing sustainable agricultural production 
and resource management options with farming communities in marginal dry environments 
(ICARDA, 2005). Although the farmers in these environments are not averse to trying out 
new land use and resource management options, they are constrained by a system that has 
traditionally very low input in terms of natural, financial, and human resources. Changes 
witnessed during the last decade in Khanasser Valley are an exponential growth in the 
number of olive trees (Tubeileh et al, 2004), a significant increase in lamb fattening units, and 
a continuous construction of new family homes. These developments are associated with 
various resource management issues, such as changes in surface runoff flows, nutrient 
pollution due to inadequate storage and use of manure, and increased competition for the 
limited groundwater resources. Simulation models can help to understand the long-term 
effects of land use changes, which are critical in helping to provide better advice on 
agricultural development in these marginal environments.  
 Many mathematical models that simulate watershed processes exist (Singh, 1995; Singh 
and Woolhiser, 2002), but a relatively small number are in general use. The Soil and Water 
Assessment Tool (SWAT) (Neitsch et al, 2002b) was selected for this case study, because (i) 
it has many useful features that accommodate the simulation of hydrologic processes in arid 
environments; (ii) it includes a full water balance processes, such as crop growth, which 
allows the assessment of water productivity; (iii) it has a GIS interface that facilitates the 
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preparation of the large amount of highly variable spatial data required for watershed 
simulations; (iv) it is freely available, including documentation and source code; and (v) last 
but not least, it has an active development and user community.  
 The functioning of watershed models and parameters is usually evaluated using surface 
runoff records. However, there are very few watersheds in the dry marginal areas of West 
Asia and North Africa where surface runoff is measured. The rarity and immensity of wadi 
floods in these environments makes runoff monitoring a difficult and costly venture. Because 
of the scarcity of monitoring records, the demand for tools that predict water flows in 
ungauged watersheds is high, but the judicious application of these tools is critical.  
 In dry areas, evapotranspiration is the most significant use of precipitation and drives the 
water balance. However, almost all published SWAT applications focus on surface runoff 
and water quality, whereas very few studies evaluate or report simulated evapotranspiration 
and crop production results. Notable exceptions are Kannan et al. (2003), Watson et al. 
(2003), and Baffault et al. (2003), but these papers provide few specifics. Evaluating actual 
evapotranspiration and crop production in watersheds is, of course, more involved than 
comparing simulated runoff with the automatically monitored runoff at the watershed outlet. 
In this regard, an interesting study was presented by Narasimham et al. (2005). These authors 
evaluated soil moisture contents simulated with SWAT for six watersheds in Texas with 
normalized difference vegetation index (NDVI) data from the NOAA-AVHRR satellite. 
Although they obtained good correlations between simulated soil moisture and NDVI values 
for agricultural land and pasture, no clear relations could be found between the simulated soil 
moisture contents and NDVI values for brushy rangelands and forests. 
 Van der Meijden (2004) used SWAT to assess the prospects and effects for water 
harvesting practices in the Habs-Harbakiyah watershed, a small side valley of the Khanasser 
Valley. During this work, the need to modify SWAT to better simulate the processes in this 
typical arid Mediterranean environment became clear. The objective of the study presented 
here was to review, test, and modify the SWAT processes related to water flow and 
productivity in arid Mediterranean environments, using the Habs-Harbakiyah watershed in 
northern Syria as an application case. This study focuses on water; nitrogen and phosphorus 
processes are not evaluated. 
 
Methodology 
 
Model Description 
     The model version used in this study was SWAT2000. The input data were prepared with 
the help of the SWAT ArcView interface (Di Luzio at al., 2002). To understand the model 
modifications and parameter values presented in the next sections, the main crop growth 
equations and processes are summarized here. This information was taken from Neitsch et al. 
(2002a; 2002b); some additional information, which was gleaned from the SWAT2000 
source code, was added. The term crop is used here to refer to all agricultural and natural 
plants, including trees and rangeland species. 
 Actual evapotranspiration is modeled as a function of the potential evapotranspiration and 
the amount of water available in the soil. SWAT offers different methods for estimating 
potential evapotranspiration. For the Penman-Monteith method, the daily-computed LAI and 
crop height are included in the canopy resistance term of the equation to directly compute 
potential crop transpiration. For the Hargreaves and Priestley Taylor equations, the potential 
plant transpiration is assumed to be equal to the potential evapotranspiration. But when the 
LAI is less than 3, it is computed as follows:  
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=  

 
where ETc is the potential transpiration; LAI is the leave area index; and ET is the potential 
evapotranspiration. Potential soil evaporation is computed as a function of the ET and the 
surface cover, and adjusted when evapotranspiration is high.  
 Although the Penman-Monteith equation has been generally recommended for the 
computation of crop evapotranspiration (Allen et al, 1998), the Hargreaves equation was 
selected for this application, because it provides a clear relation of the effect of crop 
characteristics on evapotranspiration. The Hargreaves equation has been found to give similar 
ET values as the Penman-Monteith equation in Khanasser Valley, except that Hargreaves ET 
is lower than Penman-Monteith ET during the dry summer months. In summer, the valley 
(including the climate station) is not under the fully-watered reference conditions required for 
these equations. However, during these months soil moisture, not evaporative demand, is the 
limiting factor. Although an under-estimation of the potential evapotranspiration affects the 
simulated crop water stress, the drought tolerant species that are growing in these 
environments during summer, such as olives, may actually experience less stress than 
computed on the base of the Penman-Monteith equation. 
 Daily increase in leaf area index is computed as a function of the fraction of the potential 
heat units of the crop. The fraction of the potential heat units are the ratio of the heat units 
(HU) accumulated by the crop to the total heat units required to bring the crop to maturity, or 
potential heat units (PHU). The accumulation of heat units starts at planting. The 
accumulated heat units are set back to zero at the end of the year for all crops in the northern 
hemisphere, and for annuals and trees also at dormancy. 
 Total biomass production (including roots) is computed from the crop's radiation use 
efficiency (RUE) and the intercepted photosynthetically active radiation (PAR). The 
intercepted PAR is computed from the incident photosynthetically active radiation (assumed 
to be 50% of the incoming solar radiation), a light extinction coefficient, and the LAI, 
following Beer's law:  

 
 

 
∆ = − − +

where ∆bio is the increase in total plant biomass on a given day (kg/ha); RUE is the 
radiation-use efficiency of the plant expressed in kg ha-1 MJ-1 m2 (equal to 10-1 g MJ-1); 
0.5*Hday is the incident photosynthetically active radiation (MJ m-2); and k is the light 
extinction coefficient. SWAT uses a light extinction coefficient of 0.65 for all plants. The 
fraction of the total biomass in the roots is computed as a function of the accumulated heat 
units, varying linearly from 0.4 at the start of growth to 0.2 at maturity. 
 Each day water, temperature, and nutrient stress factors are computed, varying between 
zero for no stress and one for maximum stress. To adjust the daily biomass production for 
stress, it is multiplied with a plant growth factor. The plant growth factor is computed as one 
minus the maximum of the three stress factors (water, temperature and nutrient stress). 
Similarly, the LAI growth is adjusted for stress by multiplying it with the root of the plant 
growth factor.  
 To calculate the grain, or so-called economic yield, the above ground biomass is 
multiplied with the harvest index (HI). The user-specified harvest index is adjusted daily, as a 
function of the potential heat units accumulated. The HI is also adjusted for the 
evapotranspiration deficit during the second part of the growing season and before the start of 
leave senescence (DLAI).  
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 The above equations provide a robust and flexible system for the simulation of crop 
production. However, the processes are more geared towards the growth of annual crops than 
to trees. In addition, a concern for the application of the model to the dry areas is that the 
performance of these equations under severely water limited conditions has not been well 
studied.  
 
Study Area 
     The main agricultural activities in the Habs-Harbakiyah watershed are rain-fed barley and 
small ruminant production. In spring, the sheep graze the stony limestone hill-slopes that 
border the watershed. The hill-slopes are dissected by gullies, which carry runoff water down 
the steep, stony slopes. The runoff often disperses on the flat, deep soils of the crop land 
before it reaches the main wadi system. Farmers plough over these gullies, but they have not 
built diversions for spreading the runoff water on their land. A number of olive orchards have 
been established during the last six years. The trees are planted both on the stony slopes and 
on the flatter valley soils. Some farmers prepare v-shaped or semi-circular earth bunds in 
their orchards to harvest runoff water for the trees. The government has recently constructed 
a small reservoir, just south of Harbakiyah village, which diverts the flow from the main 
wadi. We consider this the outlet of the watershed. Long-term annual precipitation, occurring 
mainly during the October-May cropping season, is 222 mm. 
 The weather generator in the SWAT model was used to allow the simulation of long-term 
effects. Data from stations in Khanasser Valley were used for the weather generator (Van der 
Meijden et al., 2004). For the rainfall distribution parameters, we used a 7-year record from a 
tipping bucket rain gauge in the nearby Qurbatiyah station (1998-2005). The monthly data of 
this station were similar to the long-term monthly data from the manual rain gauge in 
Khanasser town (1929-2001), but the daily data were considered much more reliable.  
 A Digital Elevation Model (DEM) of the watershed was made using data from the Shuttle 
Radar Topography Mission (USGS, 2005) an ortho-rectified landsat 7 ETM+ image covering 
the whole area, an ikonos image of part of the watershed, and field data of the gullies and 
wadis, collected with a handheld GPS (Constantinos, 2003; Van der Meijden, 2004).  
 A soil map (scale 1:50,000) of the Khanasser Valley was made by Ruysschaert (2001). 
The main soils in the Habs-Harbakiyah watershed are Calcisols in the valley floor, Calcaric 
Leptosols on the slopes, and Cambisols on the plateau. Soil textures are mainly clay loam and 
loam, and infiltration rates are high. The main differences in the physical characteristics of 
the different soil units are due to the soil depth and stoniness, which are related to the land 
slope. Therefore, the soil map was adjusted with the help of the DEM, as described by Van 
der Meijden (2004). The soil physical characteristics were taken from soil samples collected 
by various ICARDA studies, complemented with properties computed by the soil water 
characteristics calculator from texture data (Saxton et al., 1986). The available water capacity 
and bulk density were adjusted for the stone content of the soil, with consideration of the 
retention properties of the calcareous stones (Cousin et al., 2003).  
 A land-use map of the Khanasser Valley was made by d'Altan (2003), based on a visual 
interpretation of an Aster image (August 28, 2001), the DEM, and a survey of the olive fields 
in 2003 (Tubeileh et al., 2004). The main crop in the Habs-Harbakiyah watershed is rain-fed 
barley, while natural rangelands are covering the stony slopes. Olive orchards occupied 
almost 4% of the cultivated land in the watershed in 2003. A few fields of wheat (both rain-
fed and under supplemental irrigation), legumes, and cumin can also be found in the 
watershed. Some farmers irrigate small plots of vegetables in summer. The water for 
irrigation and domestic use is pumped from a rather low-yielding limestone aquifer, with a 
water level of at least 18 m below the surface. For this study only the main land uses, barley, 
olives, and rangeland, were considered. 
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 The runoff curve number (CN) values (Table 1) were taken from tables provided by 
USDA-NRCS (1986). For the footslopes and the edges the CN was adjusted for slope, using 
the equation from Williams (1995), as provided by Neitsch et al. (2002b). To represent the 
almost bare condition of the land during the dry summer and before the establishment of a 
vegetative cover during the winter growing season (January), two curve numbers were used 
for each land use. The CN values for barley are changed after harvest and grazing in May, for 
rangeland and orchards values are changed in April as a result of heavy grazing and tillage, 
respectively.  
 

Table 1. Main soil and land use characteristics in the Habs-Harbakiyah Watershed. 

Land use Soil unit Slope Soil 
depth 

Rock 
content 

Available 
water 

Soil 
group 

Curve 
Number 

Curve 
Number 

  % m % %  Jan-
April 

May-
Dec 

Barley plateau < 2 0.6 50 0.10 B 81 86 

Barley valley 
floor < 2 1.5 10 0.15 A 72 77 

Olive footslopes 2-10 1.0 40 0.10 C 83 92 
Rangeland edges 10-25 0.4 60 0.07 D 90 95 

 
Crop and Management Parameters 
     In northern Syria, barley is generally planted in November, although farmers delay 
planting until the first good rains have been received. After harvesting in May, the stubble is 
grazed by sheep. To prevent re-growth of the crop, we specified all residue to be grazed in 
one day with a kill operation set on the next day. Most farmers do not apply fertilizer to their 
rain-fed fields, except during wet years. To reduce the effect of nutrient stress we applied 50 
kg ha-1 yr-1 both N and P. To allow the simulation of the run-on of surface water from the 
adjacent slopes, we used the option irrigation from reach.  
 The SWAT crop database (Neitsch et al., 2002) does not provide data for winter barley. 
To evaluate crop parameters and production values for barley, we reviewed the work of 
Goyne et al. (1993) and Kiniry et al. (1995), and studies conducted by ICARDA scientists in 
Khanasser Valley and nearby locations in northern Syria (e.g., Keatinge and Chapanian, 
1991; Jones and Singh, 1995; Pala et al., 1996; Schweers et al., 2004). Values for the 
maximum potential leaf area index (BLAI) leaf area development (FRGRW1, LAIMX1, 
FRGRW2, LAIMX2, DLAI), radiation use efficiency (BIO_E), crop height (CHTMX), root 
depth (RDMX), optimal temperature for leaf development (T_OPT), and the harvest index 
under optimum (HVSTI) and stressed conditions (WSYF), presented in Table 2, were 
selected based on local observations, expert knowledge, and information from the cited 
studies. The other parameter values were taken from spring barley in the SWAT crop 
database. 
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Table 2. Crop parameter values used for the Habs-Harbakiyah watershed, see text for 
abbreviations. 
  BLAI FRGRW1 LAIMX1 FRGRW2 LAIMX2 DLAI 
Barley 4 0.42 0.20 0.75 0.95 0.91 
Olives 1 0.45 0.75 0.87 0.98 1.00 
Rangeland 2 0.47 0.20 0.77 0.95 1.00 
  BIO_E CHTMAX RDMAX T_OPT HVSTI WSYF 
Barley 30 0.70 1.00 25 0.46 0.10 
Olives 15 3.00 2.00 35 0.60 0.15 
Rangeland 10 0.50 1.00 30 na a na a

a not applicable. 
 
 The olive is an evergreen plant with a biennial growing cycle. The alternate bearing 
results in low yields during off years, which can not easily be represented by SWAT. To 
derive crop parameter values for olive, we reviewed the work of various authors (e.g., 
Villalobos et al., 1995; Pastor et al., 1998; Kiniry, 1998; Fernandez and Moreno, 1999; Tous 
et al., 1999; Dichio et al. 2000; Mariscal et al. 2000a, 2000b; Gomez et al., 2001; Morales, 
2002; Tubeileh et al, 2004).  
 Olive growing practices in the Khanasser Valley have been described by Tubeileh et al. 
(2004). Trees are typically planted at spacings of seven by seven or eight by eight m. Farmers 
commonly prune their trees every other year, although once every three or four years would 
be sufficient (Tubeileh et al., 2004). Trees are sometimes pruned during harvest in November 
or December, but mid or late February would be preferred to limit the chance of frost 
damage. Most farmers provide supplemental irrigation to their trees in summer, applying 
three to 12 irrigations for a total of 500 to 1,000 L per tree. Some farmers apply sheep manure 
to their trees in winter. Under good management and summer irrigation, yields of 30 kg/tree 
were obtained in the Khanasser Valley area (Tubeileh et al., 2004). 
 For this SWAT application it was assumed that the trees have matured, but are kept small 
by pruning. Spacing was approximately eight by eight m (150 trees ha-1). Manure was applied 
in January at a recommended rate of 25 kg per tree (Tubeileh et al., 2004). An irrigation of 
1,000 L per tree, equal to a 15 mm application, was given in July. It was assumed that the 
olives were harvested in December, with half the yield representing pruned branches and 
leaves. This assumption was based on the average yearly values computed from the pruning 
and yield data provided by Morales (2002). The initial total (above and below-ground) 
biomass was set to 30 ton ha-1. The values of the radiation use efficiency (BIO_E) and the 
harvest indices (HVSTI, WSYF) were adjusted (calibrated) by trial and error to match 
biomass production data from local studies and the cited papers.  
 For micro-catchment water harvesting systems, almost all precipitation will remain on the 
field, but the field does not generally receive water from upstream land units. Micro-
catchment harvesting is somewhat difficult to represent in SWAT because evapotranspiration 
and soil water use are modeled as one-dimensional processes. However, in micro-catchment 
systems trees are normally planted at wider spacing, resulting in a low LAI. In SWAT a low 
LAI would result in low potential plant transpiration, less water stress, and less reduction of 
biomass production. Micro-catchment water harvesting was simulated by reducing the curve 
number to 70. Because the trees had matured and were planted at similar spacing, we 
assumed the same LAI for olive trees with and without water harvesting practices.  
 The natural vegetation of the Khanasser Valley belongs to the Mediterranean Irano-
Turanian botanical region (Al-Oudat et al, 2005). The rangelands include annuals, biennials, 
perennials, and semi-shrubs. Due to heavy grazing, cutting, and plowing many valuable 
fodder shrubs have been replaced by spiny species. On the stony slopes, grasses are 

 55



3rd International SWAT Conference 

dominant. The development of the rangeland vegetative cover is similar to that of the barley. 
The rangelands are generally grazed during the period of February to April. Typical above-
ground biomass production values for the degraded slopes of the Khanasser Valley are 900, 
500, and 300 kg ha-1 for wet, average and dry years, respectively (J.A. Tiedeman, 
personal.communication, 2004). Because the grazing in the watershed is a rather destructive 
practice, a minimum biomass for grazing was set equal to the assumed biomass of the roots 
(500 kg ha-1). 
 Growth and production parameters of rangeland species in Texas have been measured and 
analyzed by Kiniry et al (1999; 2002). This information was also used for the SWAT crop 
database (Neitsch et al., 2002a). Values from the database were used for range (grasses), 
unless specified otherwise (Table 2). The radiation use efficiency and the potential heat units 
(PHU) were adjusted (calibrated) by trial and error. The PHU was adjusted because the 
accumulated heat units are affected by grazing. The potential heat units for all crops were 
computed using 100 years of daily temperature data generated by SWAT. The base 
temperature of all crops was zero.  
 
Results and Discussion 
 
SWAT Modifications 
     To facilitate the growth and management of winter crops, including subsequent harvest, 
graze, and kill operations for barley, and the change of the runoff curve number during the 
growing season simulated as a tillage operation with zero mixing; the indices of the 
management operations were adjusted. The call to subroutine dormant was removed because 
although the crops in this watershed are affected by cold, they do not become dormant during 
the winter season. Accumulated heat units for trees and perennials were set to zero in the 
grow subroutine on February 1 and on November 1, respectively. The accumulated heat units 
of the crops were no longer set to zero at the end of the year.  
 For harvest and grazing operations, the leaf area index was adjusted with the ratio of the 
removed versus the above-ground biomass. For trees the root fraction was considered to be 
equal to half of the biomass, whereas for rather degraded rangelands (perennials), the 
biomass of the roots was considered to be equal to the minimum biomass required for 
grazing. Adjustments were made to summarize the grazed biomass of perennials as annual 
yield. The annual biomass and yield of barley should not be summarized during the grazing 
operation, because these were already summarized during the harvest operation.  
 The irrigation-from-reach option was used to model the natural or man-made diversion of 
surface runoff water in an HRU, with the runoff generated by upstream HRUs within the 
same sub-watershed. Modifications for taking the surface runoff water were made in the 
virtual subroutine, and in the irr_rch subroutine for application to the identified downstream 
HRU. 
 
Case Study Results 
     The average annual precipitation for the 100-year simulation was 225 mm. The crop 
production and water balance components for the main HRUs in the watershed are 
summarized in Table 3.  
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Table 3. Average annual crop production and water balance components, expressed as a 
percentage of the precipitation, for the main HRUs in the Habs-Harbakiyah Watershed. 
Land use Soil unit Total Grain Crop Soil Runoff Percolation 
  biomassa yield transpiration evaporation   
  ton ha-1 ton ha-1 % % % % 
Barley plateau 2.8 0.9 34 49 6 11 
Barley valley floor 3.1 1.0 43 57 0 0 
Olive footslopes 48.9 3.0 70 19 7 4 
Olive 
WHb footslopes 50.1 3.1 72 18 1 9 

Rangeland edges 0.5c na 9 58 24 9 
a Total above and below ground biomass before harvest. 
b Orchards with micro-catchment water harvesting. 
c Total above ground biomass grazed by the sheep. 
 
Simulated biomass production and yields confirmed the data from local studies. The 
simulated water productivity of the barley grain in the valley was high, 1.0 kg m-3. Due to its 
low cover and continuous grazing, the water productivity of the rangeland was very low. The 
precipitation was mainly lost to soil evaporation and runoff. Due to their year-round cover, 
the water productivity of the olives was high. An average yield of 20 kg per tree was 
harvested. The differences in yield for the olives with and without micro-catchment systems 
were small. Because water harvesting occurs under wet conditions, the percolation to the 
groundwater from the soils on the foot slopes was high. This confirms the importance of deep 
soils for water harvesting systems for crop production (Oweis et al., 2001). The olive 
orchards with water harvesting practices on the footslopes reduced the runoff to the barley 
fields. The effect of the reduced runoff on the barley yields still needs to be analyzed. The 
runoff from the barley fields in the valley was very low (0.3%). 
 Groundwater was an important resource in the dry areas. The groundwater recharge that 
takes place by percolation from the barley fields on the plateau was 11% of the average 
annual rainfall. These relatively high recharge rates are caused by the shallow depth and the 
low water holding capacity of the soils, which have high stone contents. Additional field data 
collection and model simulations with the upper and lower boundary values for these 
parameters should be conducted. 
 
Conclusions 
 
     We can conclude from this study that SWAT is a powerful tool for evaluating water flows 
and productivity of different land uses in arid and semi-arid watersheds. In these 
environments, where the majority of the precipitation is being used for evapotranspiration, 
accurate modeling of the crop growth processes is critical. There is an obvious need to test 
the performance of crop models under severely water-stressed conditions. The work 
presented here was only a humble first step; further review of studies, analysis of data, 
mining of expert knowledge, and experimental work is needed. 
 Modifications and additions to the code included an option for simulating water 
harvesting practices and improved simulation of winter crop management and production. 
Some of the implemented modifications of the code were specific to this application. 
Attempts to make these modifications generic, without any changes in the current input file 
structure of SWAT are a somewhat insurmountable task. The widespread user community of 
SWAT would certainly benefit from an adjustment of the crop growth and management 
processes to facilitate the seamless production of winter crops. However, this requires a 
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thorough understanding of the diverse needs of the users. Furthermore, an option for routing 
surface runoff between hydrologic response units within the same sub-watershed could also 
be a useful enhancement for the application of the model in arid environments, but this seems 
to go against the nature of SWAT somewhat. 
 Model developers often struggle to find a balance between offering the user too many 
options and not enough. SWAT has found a reasonable middle ground, and the GIS-interface 
and the included databases and default value options greatly assist the input preparation 
process. This, in turn, also reduces the need for the user to try to understand the actual 
functioning of the model. Obviously, the general increased interest in models and expert 
systems has not come with an increased interest in the reading of model documentation and 
experimental data collection. This may at times lead to dubious efforts and results.  
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Abstract 
 
     Different approaches to erosion control measures and modeling techniques have been applied 
in Tanzania. They included government campaigns or enforcement, experimentation (runoff 
plots), and mathematical modeling. In order to cope with soil erosion problems in the Uluguru 
Mountains, Morogoro region, the former government of Tanganyika Territory introduced a 
series of conservation measures. These involved compulsory bench terracing on all fields of 
medium slopes, with re-forestation in steeper slopes, grass barriers, and firebreaks around all 
fields.  The assumption behind the measures was that sheet wash and flush runoff were major 
problems and that large terraces were the most effective structures for controlling soil erosion. 
New techniques imposed on indigenous farmers did not succeed. It is no doubt the methods that 
require experimentation are demanding in terms of resources and transferability. 
     Models that require large calibration data from runoff plots have not been found to be a 
reliable tool in the region. Nevertheless, some researchers tried to use renowned empirical 
models such as USLE, to estimate sediment yield and the results of the model were validated 
with reservoir sedimentation surveys. However, in some studies it was difficult to model inter-
annual erosion rates, sediment deposition, gully and riverbank erosion, and to simulate individual 
erosion processes in the catchment. Lack of calibration data prohibited the ascertaining of 
findings. As a result, researchers in Tanzania and elsewhere in the tropics could not have a 
common tool for assessing the erosion rates in catchments.  
     The results of sediment yield modeling using the SWAT model in the Simiyu River Basin 
suggests that the model can be applied in ungauged catchments (i.e. poor data regions). For 
instance, daily flow data, which was used to calibrate the water balance equation in the model, 
was found to be adequate to reduce the error between simulated and scanty observed sediment 
loads. The long-time annual flows between observed and simulated were comparable with means 
of 12.93m3/s and 12.67m3/s respectively. Simulation of inter-annual flows, between 1970 and 
1971, gave a Nash and Suttcliffe efficiency of 58%. The long-term specific yield of 
0.523t/ha/year was simulated. It was also found that the use of free available Internet geo-spatial 
data for the SWAT model development highlighted an opportunity for the applicability of 
complex models such as SWAT in the ungauged catchment. A set of factors that cause erosion in 
the catchment could be determined. This paper recommends that sediment yield modeling 
researchers from the tropical regions to customize the SWAT model in their local area for 
improved watershed management. It proposes an improved SWAT model structure by coupling 
the model with hydraulic channel network models such that flood routing could be handled and 
thus sediment loads be routed. 
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Introduction 
 

     Soil erosion is a worldwide environmental problem that degrades soil productivity and water 
quality, causes sedimentation in reservoirs, and increases the probability of floods (Ouyung, 
2001). Most of the countries in the tropics have no appropriate and accurate soil erosion 
prediction models, although the Soil Loss Estimation Model for Southern Africa (SLEMSA) and 
the Universal Soil Loss Equation (USLE) are used in different tropical countries (Mulengera, 
1999). The SLEMSA, which was developed initially for Zimbabwe, still needs some 
modifications. It has not yet been widely used or tested outside Zimbabwe and in some instances 
has given unrealistic soil loss values (Mulengera, 1999). 
     Sediment transport rate is affected by hydrological as well as hydraulic characteristics. Since 
the former cannot be adequately taken into account quantitatively, a high degree of accuracy in 
sediment load computations cannot be expected (Garde and Rangaraju, 2000). Watershed 
management programs frequently fail to reduce sediment yield because either the physical nature 
of the problem is not properly diagnosed or the economic and cultural conditions leading to 
accelerated erosion are not addressed and erosion control practices are abandoned as soon as 
government subsidies are removed (Gregory and Fan, 1998). Besides, the development of a 
comprehensive sediment yield model requires substantial funding, extensive time and expertise, 
which are often unavailable in developing countries (Mulengera, 1999).  
     Studies on erosion problems in Tanzania date back as early as in the 19th century in the era of 
East African caravan trade (Christianson, 1981). For instance, the growing gullies in the foot 
slopes of Mount Meru in the Arusha region are typical evidence of the existing high levels of 
erosion rates (Semu et al., 1992). Evidence of high erosion rates in Tanzania have been reported 
in other past studies (Young and Forsbrooke, 1960; Little, 1963; Rapp et al., 1973; Mtalo and 
Ndomba, 2001) 
     Different approaches to erosion control and modeling techniques have been applied. They 
include government campaigns or enforcement, physical, geographical, experimentation (runoff 
plots), and mathematical model applications. The methods that require experimentation are 
demanding, in terms of resources and transferability (i.e. scale) (Yanda, 1995). During the 
colonial rule, the indigenous inhabitants of Uluguru Mountains, in Morogoro region, by the 
former Tanganyika Territory were forced to adopt erosion prevention solutions such as terracing 
without their consent, and hence the exercise failed. Models that require large calibration data 
from runoff plots were not reliable in the region (Yanda, 1995). Other researchers have used 
empirical models such as USLE to estimate sediment yield, whereas the results of the model 
were validated with reservoir trapping and sedimentation surveys. In the Pangani River Basin for 
instance, only half of the estimated upland erosion is found to reach catchment outlet (Mtalo and 
Ndomba, 2001). 
     In these previous studies, however, it was difficult to account for sediment deposition within 
the catchment and to model the individual erosion processes. Therefore, this study aimed at 
assessing the suitability of SWAT2000 model (Neitsch, 2002) as one of the watershed erosion 
models in modeling sediment yield in an ungauged catchment called Simiyu. The model was 
used to assess its suitability in modeling sediment yield in the data scarce catchments, located in 
this northern part of Tanzania.  
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Description of the Study Area 
 
     The Simiyu Catchment covers an area of 10,659 km2. It is located between 33.46oE – 34.84oE 
and 2.36oS – 3.27oS (Figure 1). The Simiyu River discharges its waters into Lake Victoria. 
Before it enters the lake, its main tributary, the Duma River, joins the main Simiyu River. This is 
a result of the confluence of Ngasamo and Bariadi Rivers. The road-bridge gauging station 
located at the confluence of the two rivers, Simiyu and Duma, forms the lowest point of the 
study area (Figure 1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. A location map of the Simiyu River basin. 
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Data and Data Analysis 
 
     Land cover data was acquired from Lake Victoria Environmental Management Project 
(LVEMP) database, whereas Digital Elevation Models (DEM) and soil texture coverage were 
obtained online from the United States Geological Survey (USGS) website with a resolution of 
30 arc second (approx. 1 km). The maximum and minimum elevations are 2021m.a.s.l and 
1135m.a.s.l respectively. The longest flow path is 222km while the average slope is 0.4 percent. 
Deep sandy soils dominate the study area with coverage of about 86 percent. The main land use 
categories are pastureland, cultivation, and rangeland, with coverage of 52, 25, and 20 percent 
respectively. Other land use classes such as forest, urban, and water covers the remaining 3 
percent. 
     Concurrent data sets of river flows between 1970 and 1978 are available at three gauging 
stations (i.e. 112012 - Ndagalu gauging station, 112022 - Simiyu near the road-bridge, and 
112032 - Sayaga gauging station) (Figure 1). Ndagalu and Simiyu main outlet stations flow data 
series have missing values of 47 and 22 percent respectively. The data at 112012 was used for 
model calibration while that at 112022 for model validation. The long-term average annual flow 
at the Simiyu sub-catchment main outlet is 12.93 m3/s. Data analysis indicate that Simiyu River 
can be categorized as ephemeral, as it dries up completely between July and October. 
     Meteorological data sets from two stations (i.e. Mwanza and Maswa-Shanwa) include daily 
temperatures, humidity, radiation, wind, and pan evaporation, which span the period 1970-1974. 
Daily rainfall data was also acquired. The missing data in rainfall records reach up to 32% while 
records of other climatic variables were relatively continuous with less than 1% missing. The 
mean annual rainfall is 1,000 mm. 
     A short record of daily sediment data was available at station 112022 as Total Suspended 
Solids (TSS) for seven days spanning the period between December 7, 2000 and December 13, 
2000. The data was obtained from the database at the Water Resources Engineering Department 
of the University of Dar es Salaam. However, the quality of this record is doubtful since neither 
the method of sediment sampling nor quality report was available. The data was considered vital 
for this study because in ungauged catchments, lack of data description, scarcity, and 
unreliability are common features.  
 
Methodology 
 
     The SWAT model under GIS environment, (i.e. AVSWAT2000), was used for watershed 
modeling. The calibration procedure incorporated in the model was used in this study for the 
selection of a few relevant parameters. They included the Curve number (CN2), Channel 
transmission losses (CH_K2), Threshold depth of water (REVAPMN) in shallow aquifer for 
controlling the movement of water into the soil zone in response to water deficiencies within a 
day (i.e. revap) to occur, Groundwater “revap” coefficient (GW_REVAP), Baseflow Alpha 
factor (ALPHA_BF), and Soil Available Water Capacity (SOL_AWC). The model was 
calibrated using data in the catchment of Simiyu-Ndagalu. Only the flow component of SWAT 
was calibrated. Sediment loads were not calibrated due to a lack of measured sediment loads in 
the catchment. The calibration was done based on long time averages of annual runoff, surface 
runoff, and baseflow. Also, a temporal calibration was carried out in order to simulate the 
seasonal variability of fluxes. 
     A lack of continuous sediment flow data indicated the need for validating the available scanty 
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data so as to give an insight into the performance of the developed model. The calibrated model 
was applied to the entire catchment, using optimum parameter values, as determined during the 
model training. Scanty sediment loads measured at the station 112022 validated the performance 
of the developed model. Therefore, a relative comparison between observed sediments loads, as 
sampled during the start of rains season between December 7 and 13, 2000, and simulated fluxes 
in the similar seasons was adopted. In the latter, a match of flow discharge and season of the year 
was used to select comparable records from observed and simulated data sets. Therefore, in this 
study the assessment of the model suitability is based on its ability to simulate long-term 
hydrological fluxes and their seasonal variability. 
 
Results and Discussion 
 
     Results of model calibration for the Simiyu-Ndagalu Catchment are presented in Table 1, and 
Figures 2 and 3. Generally, the results indicate that simulated and observed annual volumes are 
comparable (Table 1). However groundwater or baseflow (GWQ) component is better simulated 
than the surface runoff (SURF). The model was capable of capturing about 58% of the variance 
in observed records (Figure 2). The model inefficiencies were due to its failure to capture some 
runoff peaks such as those on January 22, 1971 and February 9, 1971. Besides, low flows are 
well estimated. A general observation of Figure 3 suggests a well-simulated annual flow with a 
mean of 12.67 m3/s, which differs slightly from that of observed annual flows (12.93 m3/s). A 
long-term simulation of the sediment model in the Simiyu-Ndagalu Catchment gave an average 
specific sediment yield of 0.523 t/ha/year. Using the derived specific yield for the entire 
catchment, the average daily sediment yield at the station 112022 outlet was 1439 ton/day.  
 
Table 1.  Long-term average annual volumes calibration results. 
 

 Total Water Yield 
WYD (mm) 

Surface Flow 
SURF (mm) 

Baseflow 
GWQ (mm) 

Observed 84.30 58.40 25.90 
Simulated 77.64 52.41 25.15 
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Figure 2: Temporal calibration results (seasonal variability of flow) between May 1, 1970 

and April 30, 1971 (Nash, R2=58%). 
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Figure 3: Long-term simulation results for Simiyu-Ndagalu Sub-catchment. 
 
     The underestimation of the runoff peaks (Figure 2) was attributed to assumption of uniform 
deep sandy soils in the entire basin. In reality, the basin consists of a variety of soil units which 
are not mapped. Figure 3 indicates that simulation results compares well with observed flow 
between 1970 and 1974. The reason is the use of observed data in this period during model 
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calibration. However, between 1975 and 1988, the model uses only simulated weather data sets 
to simulate runoff. 
     The results (Table 2) are reasonable although no concurrent data sets were used. For instance, 
sediment yields in the catchment during the 1970s were expected to differ from those in 2000 
due to significant changes in the land use and land cover hydrological patterns in the catchment. 
As a result, a comparison of seasons of the year was considered appropriate. Moreover, it should 
be noted that the results presented in this study assume a number of factors: 1) The predictions 
by SWAT so far can be viewed as “natural” flow without the influence of human factor (e.g. 
irrigation). 2) The model assumed that land use does not change and only static land use 
coverage of 1990s was used to develop the computation units (HRU). 3) The dominant source of 
sediment is from rill and inter-rill (sheet erosion) while other forms of erosion such as gullying 
have not been considered. Based on the hypothesis that the sediment yield is mainly influenced 
by surface runoff, accurate calibration of the water balance equation gives comparable estimates 
of the sediment loads in the catchment.  
 
Table 2. Model validation results at Simiyu Catchment main bridge outlet. 
 

Simulated Observed Remarks 
Sediment 
loads 
(ton/day) 

Flow 
(m3/s) 

Date 
(d/m/y) 

Sediment 
loads 
(ton/day) 

Flow 
(m3/s) 

Date 
(d/m/y) 

Rainy 
season 

4444.3 151.2 2/4/1975 5673.5 152.7 7/12/2000 

Rainy 
season 

2924.8 
3350.0 

122.9 
121.9 

3/4/1975 
22/2/1989 

3871.8 122.8 8/12/2000 

Rainy 
season 

1853.2 
1856.5 

71.6 
70.8 

15/4/1974 
26/4/1977 

1323.2 71.2 9/12/2000 

Rainy 
season 

3658.2 
3762.8 
3084.6 
2528.0 

99.8 
97.1 
98.4 
94.6 

26/12/1982
29/1/1985 
24/1/1987 
26/12/1989

3605.2 97.0 10/12/2000 

Rainy 
season 

7117.0 
6114.3 

132.2 
131.7 

20/1/1987 
16/3/1978 

10750.8 134.5 11/12/2000 

Rainy 
season 

11815.0 
9844.4 

133.6 
135.8 

7/4/1978 
30/12/1979

11020.4 139.1 12/12/2000 

Rainy 
season 

1953.9 
1401.2 
1595.1 

91.4 
90.0 
89.5 

15/4/1978 
30/12/1982
31/12/1988

1966.0 91.0 13/12/2000 

 
 
Conclusions 
 
     Despite the course resolution of spatial data such as soil data, the hydrological model 
developed gave reasonable estimates for ungauged catchments. An Index of Volmetric Fit (IVF) 
of 98% was obtained for long-term simulation of runoff while the Nash and Suttcliffe Model 
efficiency was 58% during the simulation of seasonal flow variability. This model and the spatial 
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inputs could reasonably simulate temporal variability of hydrological fluxes in ungauged 
catchments. Parameters of this water balance model estimated at one sub-catchment with good 
data were used in developing a sediment yield model for the entire basin. The sediment yield 
model gave a long-term specific sediment yield of 0.523t/ha/year, which gave reasonable results 
despite sediment data problems. 
     The results indicate the suitability of the freely available geo-spatial data for the development 
of complex models like the SWAT model for use in the estimation of hydrological variables in 
the ungauged catchments. The approach presented in this paper is comparatively cheaper to other 
methods of sediment yield modeling applied elsewhere in Tanzania and therefore, this paper 
calls for sediment yield modeling researchers from the tropical regions to customize the SWAT 
model in their local area for improved watershed management. However, since sediment data 
used were of low quality, it is strongly recommended to install sediment samplers in various 
parts along the rivers in the basin to regularly sample the sediment rates. 
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Abstract 
 
     Chemicals present in domestic wastewater can adsorb to solid phase materials during sewage 
treatment.  If sewage sludge (or biosolids) is applied to land, these chemicals can be transferred 
to the soil.  Under some circumstances they can also be transferred to surface waters during 
storm events, either in solution or attached to sediments.  In this paper we describe the utility of 
the SWAT 2000 model to estimate diffuse-source surface water exposure to “down-the-drain” 
chemicals.  The model was applied hypothetically to predict the behavior of linear alkylbenzene 
sulphonate (LAS), an anionic surfactant commonly used in household detergents, in a small 
catchment in Bedfordshire, UK, where it has previously been validated successfully for 
streamflow, sediments and pesticides.  LAS transfers were estimated for two scenarios: (1) 
realistic and (2) worst case, based on assumptions about sludge application rates and the 
concentration of LAS in sludge.  In addition, the sensitivity of the model output to the proportion 
of the catchment to which sludge is applied was established. Soil wetness and the total quantity 
of biosolids applied were the biggest determinants of chemical transport from the catchment. The 
potential for SWAT to serve as a higher-tier tool in environmental risk assessments is also 
discussed. 
 
Key words:  Sewage sludge, LAS, SWAT, diffuse source, modelling, biosolids 
 
Introduction 
 
     The main route of environmental exposure for the ingredients of personal and household care 
products is via the wastewater stream after use by the consumer, principally to surface waters 
receiving treated and untreated effluents.  However, some chemicals present in domestic 
wastewater can adsorb to solid phase materials during sewage treatment and if sewage sludge (or 
biosolids) is applied to land, these chemicals can be transferred to soil.  As a consequence, the 
resulting concentrations and potential effects of sludge-associated chemicals in soil are 
considered in the generic methodology described in the Technical Guidance Document (TGD) 
on Risk Assessment (2003).  However, very little attention has been given to the potential 
transfer of sludge-applied chemicals from land to surface waters.  To some extent this is due to 
the difficulties in representing this route of exposure in simple generic models, since the 
transport processes are uncertain and highly variable – both spatially and temporally.  Significant 
transfers (in solution or attached to sediment) are likely to occur only when high magnitude 
storm events coincide with high chemical availability (e.g. soon after application).  Nevertheless, 
such site-management and weather-specific processes can be modelled in higher-tier exposure 
assessments. Such assessments are routinely performed for pesticides as part of the registration 
procedure in Europe, using detailed process-based models developed under FOCUS 
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(http://viso.ei.jrc.it/focus/index.html).  As part of its Long Range Research Initiative (LRI) the 
European chemical industry (CEFIC) has been sponsoring a number of projects to enhance 
higher-tier exposure assessment in different environmental compartments.  One of these projects 
(TERRACE) has developed a methodology for predicting the diffuse-source transfer of 
chemicals from land to surface waters (White et al., 2001).  The TERRACE methodology is 
based on SWAT 2000 (Soil and Water Assessment Tool) (Arnold et al., 1993, Neitsch et al., 
2001a), a conceptual model developed to quantify the impact of land management practices on 
water quality in large, complex catchments.  It has been shown to provide reasonable predictions 
for the fate of pesticides and nutrients (e.g. Kirsh and Kirsh, 2002, Santhi et al., 2002, Kannan, 
2003) but has never been used to explore the potential for surface water exposure to sludge-
associated chemicals.  In this paper we describe an application of SWAT 2000 to predict the 
transfer of a well-studied sludge-applied chemical (linear alkylbenzene sulphonate: LAS) to 
surface waters in a number of hypothetical scenarios in a small catchment for which the model 
has been shown to predict streamflow, sediment and pesticide transfers satisfactorily (Kannan, 
2003).  To our knowledge this is the first attempt to estimate the transfer of sludge-applied LAS 
to surface waters using a semi-distributed hydrological model.  It should be stressed at this stage 
that sewage sludge has never actually been applied to the study catchment described in this paper 
and, therefore, from the point of view of surfactant transfers the results are purely theoretical. 
 
 
Study Area 
 
     SWAT was applied to the 141.5 ha Colworth Catchment in Bedfordshire, U.K. (in an area 
bounded by National Grid References SP 495000, SP 263000 and SP 499000, SP 263000).  The 
catchment is predominantly underlain by the Hanslope soil series, consisting of a clay loam soil 
over stony, calcareous clay (NSRI/DEFRA/LANDIS). Generic soils data including horizon 
depths, texture, organic carbon content, bulk density, saturated hydraulic conductivity, and water 
retention curves were obtained from the National Soil Resources Institute 
(http://www.silsoe.cranfield.ac.uk/nsri/services/cf/gateway/pdf/bibliography.pdf).  With the 
exception of a small area of unused land and a very small area of deciduous woodland on the 
northern edge of the catchment (Figure 1), the land use is entirely arable with a rotation of wheat, 
oilseed rape, grass, beans, and peas. Data for all management operations (dates and rates of 
fertilizer application, tillage, pesticide application, planting, and harvest) conducted on the arable 
land in the catchment has been recorded.  Tile drains (approximately every 40 m with gravel 
backfill) have been installed in all but one of the arable fields in the catchment.  Secondary 
drainage treatments (mole drainage and sub-soiling) are applied where needed.  All field drains 
eventually discharge into a main stream running through the centre of the catchment.   
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Figure 1. Location of study area. 
 
     Sub-daily (30 minute) rainfall data and daily maximum and minimum temperature values 
were available for the catchment over the monitoring period.  Solar radiation, wind speed, and 
dew point temperature (used to calculate relative humidity) were obtained from the British 
Atmospheric Data Centre (BADC) (http://badc.nerc.ac.uk/home/) for the nearest station (Bedford 
– about 10 km away). An automatic flow recording system was installed at the catchment outlet 
in 1999 by the Agriculture Development and Advisory Service (ADAS). The system 
continuously recorded discharge using a Wessex flume equipped with an ultrasonic level sensor 
linked to a Campbell Scientific CR10 data logger, which could be downloaded remotely by 
ADAS. 
 
Substance Information 

     Linear alkylbenzene sulphonate (LAS) is a major anionic surfactant used in household 
detergent products such as laundry powders, liquids, dishwashing detergents, and all-purpose 
cleaners.  Its widespread use has prompted the collection of a range of data on its fate and effects 
in different environmental compartments.  Its selection as a hypothetical test compound in this 
study is based largely on the good availability of suitable input data for the model.  The physical-
chemical properties of LAS are available (TGD, 2003; HERA 2002).  In raw sewage, the LAS 
concentration can be in the range of 1-15 mg/L and treatment of sewage in activated sludge 
treatment plants can decrease the concentration to 0.009-0.14 mg/L (HERA, 2002).  Removal in 
sewage treatment is predominantly due to biodegradation, although there is also some adsorption 
to solids.  As a consequence, there is often some LAS associated with sewage sludge (hereafter 
biosolids).  Since biosolids are often applied to farmland as an alternative to commercial 
fertilisers or manures, there is a need to assess the risk of deleterious impacts of LAS in soil and 
of the transfer of LAS to surface waters in solution or via soil erosion. 
     Normally LAS degrades rapidly under aerobic conditions.  Typical degradation half-life of 
LAS in amended soils ranges from 3-35 days depending on soil type and season (Ward and 
Larson, 1989, Waters et al., 1989, Berna et al., 1989).   For the UK, Holt et al., (1991) observed 
half lives of 7-22 days in soil.  The default soil half-life for LAS recommended by the TGD 
(2003) is 30 days, based on performance in standard ready biodegradation tests. 

 

U K Colworth
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The sludge partition coefficient (log Kp) ranges from 3 to 3.5 and the soil-water absorption 
coefficient (Kd) takes a value between 2 and 300 L/kg. Freundlich isotherms have been reported 
to represent sorption data reasonably well. LAS mobility in soils is generally low due to its fairly 
high sorptive capacity but may leach to lower soil depths in sandy soils with low organic matter 
contents.  Kuchler and Schneek (1997) detected LAS down to 35 cm in column experiments, 
although they did not observe accumulation and also found that LAS was readily degraded (t½ 3-
7 days). 
 
Hydrological Modelling 
 
     Hydrological modelling was carried out for the catchment from October 1999 to December 
2002. Model performance was evaluated by comparing predicted and gauged discharge using 
Percent BIAS (PBIAS), Persistence Model Efficiency (PME), Nash and Sutcliffe Efficiency 
(NSE), and Daily Root Mean Square estimation criterion (DRMS) (Gupta et al., 1999). On the 
basis of these measures of fit, the best model performance for the Colworth Catchment was 
obtained using SCS CN combined with the Hargreaves evapotranspiration equation (Table 1; 
Kannan, 2003).  Note that care was taken to ensure that crop growth, evapotranspiration, surface 
runoff, tile drainage, and baseflow predictions were sensible (Kannan, 2003), in addition to 
obtaining a reasonable match between predicted and observed streamflow values. 
 

Table 1. Performance of hydrological modelling. 

Period Method PBIAS PME NSE DRMS 
Oct. 1999 to 
Dec. 2000 Calibration 

 
16.85 

 
56.17 

 
60.12 

 
0.81 

Jan. 2001 to 
May 2002 Validation 

 
3.17 

 
51.15 

 
59.32 

 
0.74 

 
Since LAS has a fairly high soil adsorption coefficient, soil erosion is likely to be an important 
transport mechanism for diffuse-source transfers to surface waters.  It is, therefore, necessary to 
model both the dissolved and adsorbed phase transport of LAS and a necessary first step is to 
correctly represent the loss of soil from fields and through the river system. 
     Figure 2 shows the predicted (uncalibrated) and observed daily suspended sediment (SS) 
concentrations in the Colworth stream for a few runoff events in which SS was measured.  With 
the exception of two events (in February and March 2002) the predicted concentrations matched 
the observations reasonably well and suggested that the model was predicting SS fluxes 
satisfactorily. In addition, the sediment yield values predicted by SWAT appeared to be 
reasonable for the rainfall and cropping pattern seen at Colworth (e.g. Walling et. al., 2002) 
although there is no similar observed time series for a comparison.  
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Definition of Biosolids and LAS Application in SWAT 
 
     Since SWAT does not allow for the simulation of sludge-associated chemicals directly, 
application of biosolids to agricultural fields was represented as separate manure and chemical 
applications.  The nutritional content of biosolids was represented in the SWAT-fertiliser 
database as manure, with a nitrogen (N) content of 3.91% and a phosphorus (P) content of 
4.82%.  These values are representative of nutritional content of biosolids in this region (Anglian 
Water, Pers comm.).   
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Figure 2. Comparison of sediment concentration.  
 
     The rate of application of biosolids needed to replace commercial fertiliser applications was 
calculated as the annual nutrient application rate in fertiliser divided by the nutrient content of 
biosolids.  Since the phosphorus content of biosolids in the Anglian region is high, crop demand 
is based solely on N.  For a crop receiving a total fertiliser input of 100 kg N ha-1 yr-1, biosolids 
with a nitrogen content of 3.91% N would need to be applied at 2558 kg ha-1yr-1 (2500 kg ha-1yr-

1 approximately).  This calculation assumes that the nutrients in biosolids and fertiliser would be 
equally available, which will not actually be the case, but was simple and convenient. The 
normal rate of application of biosolids ranges from 5,000 to 5,800 kg/ha (Anglian Water, Pers 
comm.), which will take care of the nutritional demand of crops for two agricultural seasons. 
     Two scenarios were evaluated: realistic and worst-case were conducted to model biosolid 
application for different fields (individual fields and all the possible fields together). For both 
scenarios the physical-chemical properties of the chemical were kept constant.  However, the soil 
half-life of LAS, the content of LAS in biosolids, and rate of biosolids application were varied.  
For two fields in the catchment, biosolid application was not modeled because of the type of land 
use (woodland). All scenarios were evaluated for three hydrologically different cropping seasons 
(average, wet, and dry) with varying rainfall amounts (663.8, 755.4 and 527.2 mm, respectively). 
There is only one soil type in the catchment; however, the cropping pattern varies widely for the 
arable fields. To conduct scenario trials easily and to reach important conclusions, the crop 
grown was kept the same (winter wheat) for all the fields in all three cropping seasons 
considered for LAS modelling. Also the dates for tillage, planting, fertiliser, manure, pesticide 
applications, and harvest were kept the same for all the winter wheat cropping seasons. In 
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connection with another study, the crop growth of winter wheat was modelled more realistically 
than other crops grown in the catchment (Kannan, 2003).  
 
The following properties of LAS were assumed in all scenarios:  KOC = 615.98 L/kg (from KOW 
using the TGD method for KOC); water solubility = 250 mg/L (HERA, 2002).   
 

Table 2. Properties of LAS and application details for different scenarios. 

 
Scenario 

Half life 
(days) 

LAS in bio-
solids (g/kg) 

Application 
rate (kg/ha) 

% of nutrient 
demand met 

 
Apply to 

Realistic 
case  

 
7 

 
5 

 
2500 

 
100 

All fields together and 
each field individually 

Worst 
case 

 
30 

 
10 

 
5000 

 
TGD 

All fields together and 
each field individually 

 
 
Results 
 
     Model predictions are expressed as loads of LAS leaving the catchment for each scenario, i.e. 
(a) three hydrologically different seasons (b) different rates of biosolids application 
(realistic/worst case) and (c) proportion of catchment area vs. load.  The realistic scenario with 
average rainfall conditions was considered the benchmark, unless otherwise stated.  The results 
under the categories (a) and (b) are applicable for biosolid application for all the possible fields 
(Figure 1). 
     Predictions of LAS load leaving the catchment are presented in Table 3 and Figure 3.  The 
lowest LAS flux was predicted for the water year 2001-2002 which was also the year with the 
lowest annual rainfall.  The LAS flux from the year 1999-2000 was the highest of the three years 
considered, due to a high predicted soil water content and rainfall soon after biosolid application 
(Figure 4) which favored LAS transport. In the 2000-2001 cropping season, soil water content at 
the time of biosolids application was much lower, resulting in a lower propensity for drainage, 
runoff, and associated contaminant transport.  A similar pattern was observed for the worst-case 
scenario. In all cases LAS transport was less than 1% of LAS applied (Table 3). 
 
Table 3. Predicted total load of LAS leaving the catchment for three hydrologically 
different cropping seasons (total load for 100 days from the date of application). 

Realistic case Worst case  
Season Applied 

(kg) 
Load 
(kg) 

% applied Applied 
(kg) 

Load 
(kg) 

% applied 

1999 Winter 
2000 Winter 
2001 Winter 

1556.25 
1556.25 
1556.25 

8.993 
3.376 
0.085 

0.58 
0.22 
0.01 

6225 
6225 
6225 

55.908 
26.113 
3.032 

0.900 
0.420 
0.050 

 
 
The predicted flux of LAS from the catchment in the worst-case scenario was always much 
greater than for the realistic scenario (Table 3).  The difference was not proportional to the 
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amount of LAS applied, which suggests a non-linear relationship between application rate and 
flux.  
     As expected, an increase in the area of biosolid application resulted in an increase in total LAS 
load (Figure 5).   For both the realistic and worst-case scenarios, the increase in LAS load per 
unit increase in application area was highest for the year 1999-2000 (average annual rainfall) due 
to the specific hydrological conditions predicted for this year (wet soil at the time of application 
followed by rainfall). 
     The predicted total LAS load for different application areas is shown in Figure 5.  A similar 
pattern was also predicted for the worst-case assumptions.  Although there was a general 
increase in LAS flux with increase in the area of biosolid application, there was no consistent 
difference in the predicted flux as a percentage of LAS applied.  Higher fluxes were always 
predicted for the year 1999-2000 compared to the other two years. 
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Figure 3. Predicted total loads of LAS for three hydrologically different cropping seasons. 
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Figure 4. Relationship between predicted available soil water and predicted transport of 
LAS in realistic case scenario. 
 
Conclusions 
 
     The SWAT 2000 model was used to predict the diffuse-source transfer of linear alkylbenzene 
sulphonate (LAS) to surface waters resulting from the application of biosolids (sewage sludge) to 
land.  The model was applied hypothetically to the Colworth Catchment in a number of scenarios 
to different fields. Biosolids are represented in SWAT as two components: one with nutritional 
value and the other representing sludge-associated chemicals.  The flexibility offered by SWAT 
to analyse the consequences of changing management operations was fully utilised. 
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Figure 5. Relationship between area of application and predicted load of LAS leaving the 
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Based on the results obtained from this study the following conclusions can be drawn: 
 

1. SWAT 2000 can, in principle, be used to model the transport of LAS to rivers, although 
its transport via tile drains and groundwater are not fully functional. 

2. Although all the scenarios examined were hypothetical (and thus the accuracy of the 
predictions could not be checked) the model has been successfully applied to predict 
measured flows and pesticide concentrations in the Colworth Catchment.  This lends 
credibility to the predictions for LAS. 

3. The model predicted that soil water content at the time of biosolid application and the 
total quantity of biosolids applied had the greatest control over LAS transfer to the 
catchment outlet. 

4. The model results suggest that loss of surfactants from the application of biosolids to land 
will probably not result in a deleterious impact on water quality even for extreme worst-
case scenarios. 
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Abstract 
 
     SDA SWAT Edition is a customized version of Spatial Data Analyzer (SDA), a GIS-
based data visualization and analysis tool, developed specifically for the SWAT model 
output.  SDA animates time series and spatial data over GIS maps with rapid display 
speed, even for very large model output file sizes.  It can manipulate commonly used GIS 
data layers, most SWAT model results and any additional data (such as input and 
observed datasets) in ASCII format.  All spatial and temporal data can be interpreted 
graphically as vectors, contours, color-mappings or hill-shadings.  SDA generates sub-
maps, which can be used for multi-angle map views, profile plots, and time series plots, 
that can be animated simultaneously.  This includes the capability to view model results 
from more than one model run simultaneously, enabling quick comparison of different 
model scenarios.  The data can be explored and edited in four-dimensional space (three 
dimensions in space plus time) with fully-functioning GIS navigation tools.  Movies may 
be recorded in various formats, and high-resolution maps of model results can be 
generated for use in reports or public presentations.  SDA has been applied for modeling 
and other studies in the fields of hydrology, hydraulics, hydrodynamics, sediment 
transport, water quality, oceanography, meteorology, biology, and others.  It has been 
used to animate 1D/2D/3D hydrodynamic models, hydrologic models, wave models, 
sediment transport models, meteorological models, particle tracking models, and animal 
and fish tracking models.  SDA is an efficient tool for SWAT model development, 
calibration, verification, and results analysis. 
  
SDA Background 
 
     Spatial Data Analyzer (SDA) is a GIS-based data visualization and analysis tool 
developed by Dr. Qimiao Lu.  It animates time series and spatial data over GIS data 
layers with impressive display speed and can load the most commonly used GIS 
databases, any numerical model results based on commonly used grids, and any time 
series data in ASCII format.  All loaded spatial and temporal data can be graphically and 
dynamically visualized as vectors, barbs, contours, color-mappings or hill-shadings over 
a GIS map (Figure 1).  The data can be graphically explored and edited in four-
dimensional space (three dimensions in space plus time) with fully functional GIS 
navigation tools.  Models currently supported in SDA include: STWAVE, MIKE21, 
MIKE3, ADCIRC, RMA2/SED2D, ECOM-SED, MISED, HEC6, GSSHA, and SWAT. 
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Figure 1:  SDA visualization options. 
 
     SDA has been widely applied for modeling and other studies in the fields of 
hydrology, hydraulics, hydrodynamics, sediment transport, water quality, oceanography, 
meteorology, biology, and others.  It is designed for visually pre- and post-processing 
numerical modeling data, as well as any kind of spatially or temporally relevant data 
analysis.  It has been used to animate 1D/2D/3D hydrodynamic models, hydrologic 
models, wave models, sediment transport models, meteorological models, particle 
tracking models and fish tracking models.   
 
 
SDA SWAT Edition 
 
Purpose 
     SDA SWAT Edition was developed to fill a need for more powerful and efficient 
model output analysis and visualization for SWAT model results, specifically addressing 
the needs for handling of large file sizes and mapping and sharing of model results with 
those outside the SWAT modeling community.   
     Efficient handling of large datasets is essential to the SWAT modeling community, as 
file sizes for SWAT model runs with daily output can quickly approach several hundred 
megabytes and even several gigabytes.  Manipulation of these large datasets is required in 
order to plot and further analyze the SWAT results of interest.  Using the AVSWAT 
interface (Di Luzio et. al., 2002) the user is able to read SWAT model results to a .dbf 
file, though this is not recommended for long simulations with daily results (R. 
Srinivasan, personal communication, SWAT Beginner Workshop, May 17-19, 2005) as it 
can corrupt the project (.apr) file.  Also, if using Microsoft Excel’s text import wizard for 
viewing output results, the user is limited to 65,536 rows of data, which is easily 
exceeded.  Beyond writing one’s own code to view and reformat large SWAT output 
datasets, the SWAT user community has few options for large dataset manipulation.         
     Mapping of model results is also an important part of SWAT model output analysis.  
The SWAT model results can be mapped within the AVSWAT interface, provided the 
user selects to read the results to a .dbf file; though, there are some limitations to this 
option.  First, only subbasin results can be mapped; results for reaches, reservoirs, and 
other model output and input cannot be mapped automatically within the AVSWAT 
interface.  Also, only one time-step can be mapped at a time.  If the user is interested in 

Hill-shading layer and vector layer Color mapping layer using partial 
transparency Contour layer 
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viewing the results spatially over numerous time-steps, there is no efficient way to do this 
within the AVSWAT interface.  These limitations put constraints on how the model 
results can be shared and communicated with those outside the SWAT modeling 
community.   
     SDA SWAT Edition was developed with features designed to address these limitations, 
as well as to provide a more complete tool for SWAT output analysis and visualization. 
 
Features 
     A custom conversion tool was developed specifically for SWAT model results, 
allowing the user to read in subbasin, reach, and reservoir output files, as well as 
precipitation inputs.  Additionally, the user can specify which output variables to read in; 
thus reducing the amount of data to only that of interest to the user (Figure 2).  SDA 
SWAT Edition can handle SWAT output file sizes of 10 GB or greater; the user is limited 
only by their computer hardware.  Therefore, daily results for several years on large 
watersheds can be imported with no trouble.  In addition to SWAT model results, the user 
has the ability to import any time series data (such as observed records) into SDA SWAT 
Edition and view those values along with SWAT results.  Once the data is converted and 
imported into SDA SWAT Edition, all data can be quickly and easily viewed and edited 
within the Data Editor window. 
 

 
 
Figure 2:  SDA SWAT model conversion program dialog box. 
 
 

With SDA SWAT Edition any SWAT variable can quickly be viewed on a map by simply 
dragging and dropping.  Results can be overlaid on GIS map layers to better visualize the 
results spatially.  The maps can then be animated to quickly view the entire time series of 
results.   
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     Another feature of SDA SWAT Edition is the ability to display submaps in a main 
map, or child windows in a main window.  A submap is totally independent of the main 
map and has its own graphic content or viewing parameters (view center and scale) that 
may be different from the main map.  Submaps are animated simultaneously with the 
main map.  There are three kinds of submaps: index map, subviewer, and time series 
plotter.   
     The index map shows the entire map and the current viewing area of the main map.  It 
is generally used to quickly pan the main map.  The subviewer is similar to the main map, 
but its graphic content or viewing extent may be completely different from the main map.  
For instance, datasets shown in a subviewer may be different from that shown in the main 
map or other subviewers.  It is useful when comparing two sets of model results that may 
have been calculated in two different scenarios. Viewing parameters such as scale factor 
and viewing center in a subviewer may be different from the main map or other 
subviewers.  It is useful to look closely at the area of interest without missing the 
overview.  The time series plotter is used to plot time series data.  This data is generally 
extracted from model results at specific points or from any ASCII file (e.g., observed 
data).  The time series plotter illustrates the temporal variation associated with the 
animation and is useful for model calibration when model results are compared against 
observed values. The time series plotter supports several different styles:  lines, points, 
bars, areas, combinations of the former and plots with numerous Y-axes.  
     Other SDA SWAT Edition features include a math parser, results export, and movie 
and image creation.  The built-in math parser, which compiles and evaluates user-
specified mathematical equations, allows users to dynamically create a new variable from 
their SWAT time series results.  For example, area loadings can quickly be calculated 
from the unit area loads by multiplying by the area and a unit conversion factor, if 
necessary.  This powerful tool allows any variable to be dynamically created and 
visualized without any additional programming or change to model output.   
     All results can be exported to an ASCII file by simply choosing the location of interest 
(such as a river mouth) and selecting the Export option from the File menu.  This allows 
the user to export data of particular interest to be viewed/analyzed using other software.   
SDA SWAT Edition provides a variety of media outputs for animation such as on-screen 
animation, off-screen movie recording, high-resolution static image export, and high 
quality print.  Users can choose between AVI and MPEG movie format and can set the 
movie length, playback speed, and movie quality.  The map can be captured as an image 
using the copy/paste operation through the clipboard, exported with high resolution or 
sent to printers directly for high quality output.  This provides several options for sharing 
model results with those outside the SWAT modeling community.    
 
Example Results 
     Figures 3-7 demonstrate some of the visualization capabilities of the SDA SWAT 
Edition software. 
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Figure 3:  SWAT subbasin results and precipitation station input. 
 
 

 
 
Figure 4:  SWAT subbasin results for two different model domains. 
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Figure 5:  SWAT reach results for two different scenarios. 
 

 
 
Figure 6:  SWAT reach results overlaid on an aerial photo. 
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Figure 7:  SWAT reach results with time series plot viewer of results at Station A. 
 
 
Conclusions 
 
     SDA SWAT Edition is a GIS-based visualization and analysis tool customized 
specifically for SWAT model results.  It has the ability to quickly and efficiently import 
large SWAT datasets and map and animate that data in a GIS environment.  In addition to 
various analysis tools, the software enables SWAT modelers to easily share and convey 
their model results with those outside the SWAT user community.  SDA SWAT Edition is 
an incredibly valuable tool for viewing and analyzing complex dynamic data sets in a 
flexible, efficient, and robust environment.   
 
Future Development 
 
     Future development of SDA SWAT Edition may incorporate several new features 
including calculation of dataset and calibration statistics, such as average over a specified 
time period, Nash-Sutcliffe efficiency and r-squared; import and visualization of results 
by HRU; custom line plots, such as cumulative values and exceedence probability; and 
visualization of NEXRAD rainfall data grids.  Depending on funding sources, these and 
other potential features may be incorporated into SDA SWAT Edition to make it a 
complete tool for SWAT model results analysis and visualization. 
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Abstract 
 
     This paper presents a methodology for the definition of an optimal set of sampling 
data for the calibration of a river water quality model. Starting with an extensive set of 
measurements, it is the aim of this study to reduce those data to obtain minimum data 
necessary for a calibration with acceptable uncertainty in the parameters. This method 
requires a model for the river under examination and availability of samples for a first 
calibration of the model. Synthetic time series data are generated using the model, 
which can be used as virtual observations. Then, the method of D-optimal design is 
applied. The amount, frequency, period, place, and type of variables measured for the 
water samples with the most reliable parameter estimates are considered to be the best 
observations for the river. Also, the percentage of improvement in reliability can be 
defined as a function of the observations taken. This method is applied to the River 
Dender, Belgium. 
 
Introduction 
 
     Parameters for a river water quality model are not always practically identifiable 
due to a lack of data or the fact that data are taken during periods or in places that are 
not suitable for calibration of the model. Optimal experimental design (OED) 
techniques are a useful tool to construct experiments that contain information 
necessary for model calibration of the system under consideration. OED applications 
exist in many disciplines such as modelling of waste water treatment plants 
(Vanrolleghem et al., 1995), modelling of pyruvate production (Zelic et al., 2004), 
groundwater modelling experiments (Catania et al., 2004), systems biology (Faller et 
al. 2003), food technology (Nahor et al., 2001), pharmacology (Fedorov and Leonov, 
2001) and electrical engineering (Ko et al., 2004). A common element in all of these 
applications is that the experimental conditions such as temperature, time, pH, 
measurement frequency, initial concentration, etc., are controllable. For a natural river 
system, things become more complicated as a combination of different factors like 
temperature, flow, and concentration do not occur at the desired time and as such, a 
method must be found which maximises the content of information of experiments, 
without knowing the exact situations under which those measurements will occur. 
Further, external conditions such as weather, river discharges, or diffuse pollution into 
the river can change year after year, so measurements that are likely to be optimal for 
a particular year can appear to be sub-optimal the next year. All of these reasons mean 
that a straightforward, optimal experimental design cannot be used for river water 
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quality modelling, and extensions of those designs are needed to find a good 
measurement set-up. 
     It is the aim of this study to find a good set-up for measurements for the calibration 
of a river water quality model, based on a set of previous measurements and a model 
calibrated with those measurements. It is assumed that the calibrated model gives 
good results but that the uncertainty bounds are too wide to draw reliable conclusions 
for management decisions. Another goal is to find a cost-effective solution, so the 
obtained amelioration with more or better measurements will be linked and compared 
to costs and practical considerations. The methods are applied in a practical case study 
on the River Dender in Flanders, Belgium. 
 
The River Dender  
 
     The River Dender, a tributary of the River Scheldt, drains an area of 1,384 km2. 
The flow of the river is very irregular with high peak discharges (100 m3/s) during 
intense rainfall and very low discharges (1 m3/s) during dry periods. To suit 
navigation and to temper the high flows, the Dender is canalized and regulated by 14 
sluices. Due to this, during dry periods the river reacts as a succession of reservoirs 
with a typical depth of 3 to 5 m, a width of 12 to 50 m and lengths of 2 to 8 km. In 
periods of high flow, all sluices are opened and the river regains its natural stream 
profile (Bervoets et al., 1989). The river is heavily polluted by domestic, industrial, 
and agricultural pollution (Demuynck et al., 1997).  
 
ESWAT 
 
     An extended version of the Soil Water and Assessment Tool (SWAT) (Arnold et 
al., 1996), ESWAT, was applied to the River Dender. In ESWAT (van Griensven and 
Bauwens, 2001), an in-stream water quality model based on QUAL2E (Brown and 
Barnwell, 1987) has been implemented. Moreover, the processes were represented on 
a sub-daily time basis to allow for applications to smaller river basins and for the 
simulation of the impacts of eutrophication (e.g. diurnal dissolved oxygen dynamics 
due to algal growth). The model was calibrated, using a multi-objective calibration 
technique, based on high frequency water quality observations during the last four 
months of 1994 (van Griensven et al., 2002). The water quality calibration parameters 
included oxygen, BOD, ammonia, nitrate, and phosphate at a downstream location 
(Denderbelle). A sensitivity analysis showed that the water quality module 
implemented in ESWAT for the Dender requires the calibration of eight parameters 
(Vandenberghe et al., 2002) 
 
Methodology 
 
     The purpose of this study is to maximize the practical identification of critical datat 
sets by defining an optimal experiment that increases the information content of the 
data. Different experiments (sampling schemes) will reveal more or less information 
and more or less parameter reliability, e.g. schemes that lack dynamics will provide 
less information than schemes with more. Optimal sampling design techniques aim at 
the identification of sampling schemes to improve different aspects of the 
mathematical modeling process, according to explicitly stated objectives (Dochain 
and Vanrolleghem, 2001; De Pauw and Vanrolleghem, 2004). The objective 
considered here is to increase the precision of the parameters for the water quality 
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module ESWAT. The method used here is the D-optimal experimental design 
(Goodwin and Payne, 1977; Walter and Pronzato, 1999), because this method is the 
most general method for minimising the error on all estimated parameters. In a D-
optimal experimental design, the precision of the parameters is assessed by 
considering the determinant of the inverse of the covariance matrix of the parameter 
estimates (C) or Fisher Information Matrix (FIM) (Godfrey and Distefano, 1985) 
(Equation 1). 
 

( ) ( ) ( )bCbFIMQSSbC T 112 )( −−
== σ     (1) 

 
where b represents the model parameter vector, Q a diagonal matrix, with the 
elements being the squares of the observation weights and S is the sensitivity matrix 
of outputs to parameters. Calculation of the covariance matrix based on the Jacobian 
matrix, instead of the Hessian, is acceptable when assuming linearity and observations 
with constant standard deviations (Bard 1974). The determinant of the FIM, Det(FIM) 
is proportional to the volume of the confidence region. Thus, by maximizing 
Det(FIM), the volume of the confidence ellipsoids, and, correspondingly, the 
geometric average of the parameter errors is minimized. D-optimal experiments also 
have the advantage of being invariant with respect to any scaling of the parameters 
(Petersen 2000). For non-linear models the FIM is parameter dependent. The OED 
technique thus requires an initial data set to calibrate the model. Non-accurate 
parameter estimates may therefore lead to an inefficient experimental layout. This 
means that for the processes related to the non-accurate parameters better 
measurements could be identified. The design can only be approached by an iterative 
process of data collection and design refinement, known as a “sequential design” 
(Casman et al., 1988). Parameter values are adapted after every measuring campaign 
and thus, the parameter values converge at the end to the best estimates.  Figure 1 
shows the iterative scheme that is used to find the optimal measurements starting with 
a model that is calibrated with the currently available data. Next, each step is 
explained in more detail. 
 
Generating Synthetic Data Series  
     The evaluation of different sampling schemes requires the availability of a long 
time series of high frequency water quality data at different locations along the river. 
Because such historical series were not available, synthetic observation data were 
generated by simulations with the ESWAT model. For realism, these were 
subsequently altered by the addition of pseudo-random noise. Noise was generated 
from a normal distribution with variations that are consistent with the accuracy of the 
measuring devices used to measure the variables (Vandenberghe et al. 2005). These 
variations include 3% for Dissolved Oxygen (DO); 10% for Biological Oxygen 
Demand (BOD) and 5% for NO3 and NH4. Then the parameters for the sampling 
layout were defined. Examples of such parameters are the sampling frequency, e.g. 
every two hours, location of the measurements, e.g. downstream and 6 km more 
upstream, and the kind of measured variables, e.g. DO + NH3. 
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Figure 1. Optimal experimental design for river water quality modelling (PEST 
= Parameter ESTimation model (Pest Manual, 1994)). 
 
Calibration of the Model 
     With the data selected from the synthetic time series on the basis of a certain 
sample layout, the model can be calibrated again. To be sure that the calibration 
process does not end in a local optimum, the initial parameter values are taken in the 
neighbourhood of the final parameter values obtained during the calibration with the 
available data. The purpose of this step is not to find the parameter values (as they are 
already known) but rather to obtain the Jacobian matrix during the calibration with a 
derivative-based method. Here the PEST (Parameter ESTimation) program (Pest 
Manual, 1994) is used. The PEST program calculates the covariance matrix of the 
parameters at the best estimate. This is the same as the inverse of the FIM, so the 
optimisation program in fact calculates the FIM. 
 
Calculate the Determinant of the FIM 
     In this stage, one obtains the parameter uncertainty and the FIM from the 
calibration process. The parameter uncertainty can be propagated through the model 
to see the influence on the model results. In this step the determinant of the FIM, 
which is proportional to the volume of the confidence region around the parameters, is 
calculated.  
 
Evaluation of the Det(FIM) and the Parameter Uncertainty 
     The loop can be continued by selecting different observations characterized by a 
different sampling layout or the program can stop when it is decided that the 
Det(FIM) is maximal or that the parameter uncertainty is satisfying. In this study, the 
loop will end once the observation set that maximizes the Det(FIM) is found.  
 
Maximization of the Det(FIM) by Changing the Sampling Layout 
     The Shuffled Complex Method (SCE-UA) (Duan et al., 1992) is used here to 
optimize the parameters of the sample layout until a maximum of the Det(FIM) is 
found. The parameters of the sample layout are the parameters that are changed to 
obtain a maximisation of the objective function, the Det (FIM). After several 
evaluations of the Det(FIM), the shuffled complex method finds the optimum quite 
fast because the method searches the whole parameter space in an efficient and 
effective manner. 
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Results 
 
     As an illustration of the applicability of the method, a simple case, whereby only 
DO is considered at one specific location is presented first. The synthetic observation 
series consists of one year of hourly data. The optimization is limited to the measuring 
frequency, the number of samples, and the period of the year for sampling. The 
sampling time-step was allowed to vary between one hour and two days; the 
minimum number of samples was one and the maximum number was 365*24. 
Samples could be taken during winter, summer or a mixed summer-winter period, 
depending on the start of the period and the total number of samples that are taken.  
In Figure 2, the optimization process is shown. SCE-UA used 136 runs to find the 
optimum for which the Det(FIM) is largest. As was expected, the results show that the 
uncertainty in the parameters became minimal for the smallest sampling interval 
(Figure 3 left), a large number of samples (Figure 3 right) and a longer period, mainly 
spring and summer months (data not shown). A sample every hour, starting in  
February and ending on August 30th, representing a total of 5,804 samples appears to 
provide the best results. 

 
Figure 2. Optimization of the Det (FIM) (3 parameters of sampling layout). 

Figure 3. The Det(FIM) as a function of the total number of samples (left) and 
sampling interval (right) (points marked with an ⊞ are investigated further). 
 
     A second example shows a more complex case, whereby the data type (only DO or 
combined DO-NO3, DO-NO3-BOD, or DO-NO3-BOD-NH4) and sample locations 
(four possible combinations of three possible locations: upstream, halfway, 
downstream) are considered as parameters for the sampling layout. A substantial 
increase in the number of iterations for the optimization was observed (Figure 4). The 
best way to take samples is on an hourly time basis (Figure 5 left), over nearly the 
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entire year (8,730 samples) (Figure 5 right), on two locations (data not shown) and 
with measurements of the four variables (data not shown). This is again a very logical 
result. However, Figure 5 depicts other possible sampling schemes that provide a 
quasi-similar accuracy, with fewer samples or a lower frequency. As can be seen in 
Figure 5, e.g. the confidence regions around the parameters do not differ much in the 
range of 5,000 to 8,000 samples. This is explained by other factors that influence the 
accuracy, such as the period of the year during which the samples were taken.  

 
 
 
 
 
 
 
 
 
 
 

Figure 4. The optimization of the Det(FIM) with variation of five parameters. 

 
Figure 5. The inverse of the Det(FIM) as a function of the sampling interval (left) 
and the total number of samples (right). 
 
     Alternatively, some sampling schemes clearly appear as non-optimal (such 
schemes are indicated by squares in Figure 5). These schemes require large numbers 
of samples, but due to the wrong choice of other factors, the information content of 
these schemes is poor. More details on these schemes are given in Table 1. The reason 
for the poor performance of these schemes is related to the sampling location 
(upstream) and to the fact that the sampling period does not include the spring, which 
seems here to be important for the calibration process. 
 
 
Table 1. Non-optimal sampling designs. 
Sampling 

interval (h) 
Number 

of samples Period Location Observed 
variables Det(FIM) 

1 5972 16 Apr.-31 Dec. Geraardsbergen DO-NO3 4,08E+17 
1 5340 22 May-15 Nov. Geraardsbergen DO-NO3-BOD 1,19E+19 
1 4902 11 May-31 Dec. Geraardsbergen DO-NO3-BOD 5,92E+20 
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The Search for the Optimal Experimental Design Including Practical Considerations 
     The value of the Det(FIM) has no physical meaning. A further analysis is needed 
to check the improvement of the calibration with the optimal set of measurements in 
contrast with (for calibration purposes) a weaker measurement set, which is 
characterized by lower costs and efforts to improve feasibility.  The performance of 
the calibration is evaluated by looking at the final uncertainty of the model results, 
taking into account the variances and correlation between the parameters after 
calibration. This is because, in practice, one may only be interested in the model 
results and not in the parameters themselves. The uncertainty of the results is then 
evaluated in view of acceptability towards the purpose of the model. 
     To illustrate the procedure, three sampling schemes from the first test case are 
considered (indicated by squares in Figure 3). More details about the schemes are 
given in Table 2. The model outputs and the 95% confidence intervals for the 
considered schemes for one day (February 22), chosen because of the low oxygen 
content that increases during the day, are given in Figures 6 and 7. The results of the 
uncertainty analysis show that the average width of the confidence interval in the 
model output is reduced by 45% for scheme 2 when compared to scheme 1 and by 
60% if scheme 3 is compared to scheme 1. The results illustrate the possibilities of the 
method to define a dedicated sampling strategy, in view of a given modelling 
accuracy. 
 
Table 2: Selected sampling schemes for evaluation of resulting uncertainty in 
model output. 
Sampling interval 
(h) 

Number of samples Period Det(FIM) 

37 42 26 Oct.-31 Dec. 4,93E+14 
2 818 23 Oct.-31 Dec. 1,69E+20 
1 8008 2 Feb.-30 Aug. 9,62E+22 

 
Figure 6. DO with confidence bounds for February 22, sampling scheme 1 (l) and 2 (rt).  

Figure 7. DO with confidence bounds on February 22, sampling scheme 3. 
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Based on the results of OED it is possible to determine to what extent more expensive 
measurements can be substituted with less expensive ones. Therefore, a comparison is 
of the Det(FIM) based on the number of measured water quality variables can be 
made (Figure 8). 

Figure 8. Det(FIM) as a function of the measured water quality variables. (1= 
DO; 2 = DO + NO3; 3 = DO + NO3 + BOD; 4 = DO+NO3 +BOD + NH4) 
 
     As shown in Figure 8, the highest Det(FIM) that can be obtained without 
measuring BOD is 1E+21, or 1E+25 including the BOD measurement . Again, the 
uncertainty on the simulated DO concentrations must be checked. In addition, a cost 
analysis is needed, as it is possible that measuring DO at high frequency during the 
entire year is more expensive than measuring BOD during three months at a low 
frequency. 
 
Conclusions and Recommendations 
 
     It has been shown that OED methods can be used for an iterative, sequential design 
of a strategy for measuring water quality variables in a river, in view of the calibration 
of water quality models. First, a relatively extensive set of measurements is needed to 
set up a model for the river. Using this model, the OED method enables the definition 
of efficient measurement strategies to find better model parameter estimates and 
reduce the uncertainty in those estimates. In subsequent stages, the measurement 
strategy can be updated in an iterative way. 
     This method has been successfully applied to the River Dender. If the goal is 
maximal accuracy, the optimal sampling strategy has the highest number of samples 
and the highest sampling frequency, at the maximal number of locations, and whereby 
a maximal number of variables are measured. The usefulness of the method, however, 
resides in its ability to evaluate sub-optimal sampling strategies, whereby strategies 
are evaluated in view of the limitations of costs and other practical considerations. 
This can be of great importance for some costly and time-consuming analysis of 
samples, e.g. for pesticide modeling and monitoring. By extending the OED method 
with a procedure for the definition of the modeling uncertainty, it becomes possible to 
define the optimal sampling strategy to obtain a given modeling accuracy. 
     Further extensions of the OED can be considered according to the objectives or 
possibilities of the experimental design. A first extension can be the addition of more 
or additional parameters for the sampling layout. Those can be other measurable 
variables such as suspended solids and water temperature or additional sampling 
locations. One may also try to determine whether or not a distinction must be made 
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between the different variables in relation to their sampling frequency and period. As 
such, sampling schemes can become extremely efficient. Another extension may be 
the use of different evaluation criteria for the OED because criteria other than the 
maximization of the Det(FIM) could be more suitable for other studies. For example, 
the reliability of the parameter estimates can be less important than the final 
uncertainty on critical values of certain parameters. Therefore, it is evident that in 
such cases other schemes for the OED can be applied (or a combination of different 
criteria).  
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Abstract 
 
     The Upper Tana River Basin is strategically one of the most critical resource areas of Kenya.  
The Masinga Reservoir, at the outlet of the basin, provides water and hydroelectric power for 
65% of the nation.  Unregulated deforestation and expansion of cultivation practices onto 
marginal soils in this critical river basin has resulted in significant reservoir siltation and reduced 
water quality.  Reforestation of zones moving down slope from 2,000 m, to 1,950 m, 1,900 m 
and 1,850 m elevation would represent a 30 to 55% increase in reforested area in the Upper Tana 
River Catchments.  The Soil and Water Assessment Tool (SWAT) model was used to evaluate 
these various reforestation scenarios.  The results of this analysis show that full implementation 
of reforestation down to 1,850 m would result in a 7% decrease in sediment loading in the 
Masinga Reservoir.  These results were obtained through the modification and merging of 
datasets from a wide variety of existing sources to create complete model inputs.  In addition, 
these scenario models were run in a “relative” comparison mode due to the lack of high quality 
observed sediment data.  However, the model was rudimentarily calibrated for flow on a monthly 
basis.  This study demonstrates a successful application of SWAT with limited readily available 
data, such as in developing countries. 
 
Key Words: hydrology, reforestation, Kenya, Tana River, SWAT, erosion, runoff, impact 
assessment 
 
 
Introduction 
      
     During the last 100 years, the amount of forested area in Kenya has dwindled, with 
approximately 1.7% of forest land area remaining (UNEP, 2001).  Causes of the deforestation 
are related to land tenure policies, logging of indigenous species, charcoal production, 
cultivation, and land settlement (Lambrechts et al. 2003).  From a hydrological standpoint, these 
forests are located in the upper catchments of the major watersheds that provide water for 
hydroelectric power generation, agriculture, and industrial and household use. 
     The Tana River and its tributaries form the major water flow outlet from Mount Kenya and 
the Aberdares.  This river system is the largest river in Kenya and its catchment area occupies 
approximately 17% of the country.  The Masinga Dam is by far the greatest regulator of the Tana 
River system, given its size and strategic location in the upper reaches of the system (Pacini et al. 
1998).  In addition, most of the highland forests of the Tana system occur in the Upper Tana 
Catchment above the Masinga Dam (Schneider and Brown, 1998).  The dam serves as a storage 
reservoir which helps control the flow of water through a series of downstream hydro-electric 
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reservoirs.  The Masinga Dam does generate electricity, however, at lower capacity than those 
downstream.   
 
Study Area 
 
     Model simulations for this study were conducted in the Upper Tana River Basin in Kenya.  
The study area catchment is northeast of Nairobi and comprises approximately 10,000 km2 of the 
total 100,000 km2 area of the entire basin.  This is the headwaters of the Tana River, an 
important source of water and hydroelectric power in the area.  The major tributaries arise on the 
slopes of Mt. Kenya and the Aberdare Range, and the river then travels approximately 1,000 km 
to the eastern coast of Kenya and empties into the Indian Ocean.   
     The elevation of the study area ranges from 4,700 m on Mt. Kenya to a low of 730 m near the 
Masinga Dam.  Soils, rainfall, and therefore land use generally follow this elevation gradient.  
The soils in the area consist of Andosols (M2) in the upper elevations, Nitosols (R1, R2, and R3) 
in the mid-elevations, and Ferallsols (Um19) and Vertisols (L11, Up4) in the lower elevations of 
the catchment.  Mt. Kenya and the Aberdare Ranges receive greater than 1,800 mm/yr rainfall.  
Forests and tea crops are predominately found in this area.  The mid-elevations, between 1,200 
and 1,800 m, receive between 1,000 and 1,800 mm/yr rainfall.  This area supports most of the 
intensive agriculture.  Crops include coffee, maize, bananas, napier grass, and beans.  The lower 
elevations, below 1,000 m, receive less than 700 mm/yr rainfall.  This area consists mainly of 
rangelands which are used for livestock grazing (Otieno and Maingi, 2000).  At all elevations, 
however, there is a distinct seasonal variation in river flow.  There are two wet periods of three 
months separated by dry periods, with most of the rain falling from March through May and 
slightly less in the period from September through November.  During the dry periods, there is a 
high demand on water for irrigation, urban consumption, and hydroelectric power.  The Masinga 
Dam was constructed to address this need for a consistent water supply to the area.  This dam is 
situated at the outlet of the study area catchment.  It regulates the flow of water to a chain of 
downstream reservoirs (Kamburu, Gitaru, Kindaruma and Kiambere) and serves as a water 
supply to the surrounding area (Watermeyer et al., 1976).   
 
Materials and Methods 
 
     Obtaining physically-based data for hydrologic modeling is often difficult, even in developed 
countries, where data of high quality are generally collected and analyzed.  However, in 
developing countries it is always a challenge to assemble the data needed to complete a rigorous 
watershed assessment.   In many cases, the data that are available were collected for different 
purposes and may have been manipulated before publication based on the original project needs.  
The result, therefore, is often low spatial and temporal resolution of the natural resource 
information needed for hydrologic modeling.  For example, available data may have been 
aggregated to a large scale that is difficult to disaggregate to a more local scale without making 
assumptions.  Furthermore, compiling complete datasets for meaningful analysis of an entire 
study area can be even more challenging.  For this study data was obtained from a wide variety 
of sources, including government agencies, NGOs, and other world organizations, and it was not 
well organized.     
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Data and Processing 
 
     The main datasets used in hydrologic analysis include elevation, climate, land use, and soils.  
Modification and pre-processing of these datasets for use in model applications was the most 
challenging part of this analysis.  Elevation data was obtained from the Blackland Research and 
Extension Center in Temple, Texas.  A USGS 1 km DEM which was refined by the Shuttle 
Radar Topography Mission (SRTM) DEM data, was resampled to a 100 m resolution using an 
ArcView spline routine (Paul Dyke, personal communication).  All other datasets required more 
extensive manipulation for use in the model. 
     Climate data is one of the most critical datasets for watershed analysis.  In this case, 
developing an adequate spatial and temporal coverage for the study area was a challenge, 
considering the vast differences in elevation from mountain tops to lowland areas.  In addition, 
most of the actual observed data were available only at the highest elevations.  Therefore, this 
data was obtained from several sources, each of which only covered portions of the watershed 
study area.  These data were individually processed and then merged to create a complete 
weather data input for the model.  First, historical precipitation and air temperature data were 
collected from the two World Meteorological Organization (WMO) stations located in the study 
area.  These were the Nyeri and Embu stations, and data was only available for the period from 
1978-1997.  Additional rainfall data was obtained for the northern portions of the watershed 
from the Natural Resources Management Trust, Nanyuki, Kenya.  This historical data was 
collected from towns, farms, and plantations in the Laikipia region of Kenya.  Finally, rainfall 
data for the southern portions of the watershed were obtained from the Collaborative Historical 
African Rainfall Model (CHARM) dataset.  The CHARM data was derived from combined daily 
rainfall reanalysis fields, monthly interpolated rainfall, and an orographic precipitation model to 
allow for spatial and temporal representation of daily rainfall on an 11 x 11 km grid for the entire 
African continent for the period from 1961-1996 (Funk et al., 2003).  The CHARM rainfall data 
represent a smoothed daily rainfall since it is derived from 10-day accumulated historical data.  
Because the smoothed data had a tendency to over or underestimate daily events, the data were 
“event corrected” using event statistics from the WMO stations, thus allowing the CHARM data 
to behave in a more hydrologically correct manner.   
     Raingauge stations for this analysis were identified by location and in order of importance 
(WMO, Laikipia and CHARM) based on the accuracy of the dataset.  In all, 20 stations were 
used in this analysis (Figure 1).    
        Land use classifications and the management thereof are key factors in simulating runoff 
and sediment loss, and it can again be difficult to produce meaningful model results without 
accurate spatial and temporal information.  Land use for this analysis was derived from a 
combination of Kenya Department of Resource and Survey and Remote Sensing (DRSRS) and 
the Japan International Co-operation Agency (JICA, 1987) data.  DRSRS surveys were 
conducted in medium and high potential agricultural areas (Njuguna, 2001).  These surveys 
resulted in the identification of point locations for a 2,400 x 4,800m irregular grid of percent land 
use classifications.  These points were converted to ESRI grid format, and only land use types 
that comprised greater than 90% for a given point were used for further analysis.  At most, four 
land uses were defined for each grid cell and then weighted based on percent contribution.  Data 
obtained from JICA was used in low agricultural potential areas, i.e. forested areas in the north 
western and rangelands in the southeastern portions of the watershed.  These data were merged 
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with processed DRSRS survey data to create a continuous land use layer for model application.  
A total of 1,100 unique land use combinations were used in this analysis (Figure 2).   
The Kenya 1:1 million scale Soil and Terrain (KENSOTER) database developed by the Kenya 
Soil Survey (KSS) and the International Soils Reference and Information Centre (ISRIC) was 
used to define soil units for the study area.  In the KENSOTER spatial database, soil map units 
represent a soil series or association of several soils.  For this study, the dominant soil type 
within each map unit was extracted, along with the associated attribute data, for use in the model.  
The soil parameter estimator from the EPIC crop model and the Soil Water Characteristics 
calculator (http://www.bsyse.wsu.edu/saxton/soilwater/) were used to fill in gaps for soils with 
missing or no attribute data.   
 

 
Figure 1.  Rain and streamgauge locations for the study area simulations. 
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Figure 2.   Land use grid used for the base hydrology analysis.  Each grid cell (2400 x 4800 
meters) represents a combination of up to 4 dominant land uses.  Colors represent unique 
combinations of land uses. 
 
 
Model and Setup 
 
     In this study, the Soil and Water Assessment Tool (SWAT) model was used to simulate the 
environmental implications of reforestation in the higher elevations of the Upper Tana River 
Basin.  The basin was represented by 60 subbasins with a 9,752.82 km2 area for the model 
simulations.  The time period for analysis was from 1978-1995; however, the first three years of 
the simulation were used as a “warm-up” period in which the model’s initial conditions were 
established.  These years were therefore not included in the final result comparisons.  The results 
reported in this study for various simulations consist of data for the time period from 1981 to 
1995.  In addition, no model calibration was attempted except for adjustments in the baseflow 
recession constant.   
     This study consisted of a two phased approach.  In phase I, the model was developed to 
represent existing conditions.  Detailed information concerning runoff and sedimentation were 
collected during this run.  In phase II, the model was configured to reflect various management 
scenarios, namely zonal reforestation in the upper reaches of the catchment.  Graded 
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reforestation scenarios were implemented at the 2,000, 1,950, 1,900, and 1,850 m intervals in 
which the entire area above a given elevation contour was filled with forest land cover.   
 
Results 
 
     Due to the lack of reliable observed streamflow data, it was difficult to calibrate and validate 
the initial model run before scenario implementation.  In this case the model was run in a 
“relative” mode, i.e. the initial model results were used as a baseline comparison for each of the 
scenario runs.  These results were then reported in terms of percent change rather than actual 
values.   
 
Baseline Results 
     For the purposes of this study the catchment was divided into three main branches that 
combine to create the Masinga Dam inflow.  These include the main branch, or Tana River, in 
the central reaches, the Thiba River in the northeastern reaches, and the Thika River in the 
southwestern reaches of the watershed.  Simulated percent rainfall, runoff, and sediment 
contributions to the reservoir were calculated for these three branches.  These contributions were 
greatest from the Tana subbasins, followed by the Thiba, then Thika subbasins.   
     It should be noted that due to the uncertainty in the sources of rainfall inputs and the lack of 
spatial correlation between these rainfall inputs, comparisons were made with the middle 95% of 
the data.  The observed and predicted streamflow was sorted and the top and bottom 2.5% of the 
data were removed.  This process removed both predicted and observed outliers from statistical 
analysis.  In some cases additional data points were removed based on missing or incomplete 
observed flow data.   
     The Tana River subbasins account for 92.91% of the rainfall in the catchment, with 51.66% 
of the runoff, and 50.36% of the sediment load to the reservoir.  This subwatershed comprises 
57% of the study area; therefore, these results were expected.  The Thiba subbasins account for 
only 4.25% of the catchment rainfall, but contribute 40% of the catchment runoff, and 43.81% of 
the sediment load to the reservoir.  In addition, this subwatershed accounts for only 22% of the 
study area.  Thika subbasins, on the other hand, play a minor role in the catchment with 2.84% of 
the rainfall, 8.34% of the catchment runoff, and only 5.83% of the sediment load (Figure 3).  
Furthermore, this subwatershed makes up the smallest portion of the study area at only 20%.  
Lastly, the total cumulative reservoir inflow and sediment load was calculated to be 70.94 
million m3 and 46.39 million tons, respectively, for the 14-year study period (1981-1995).         
 
Scenario Results 
     For the 2,000 m interval simulation, forest cover was 2,932.76 km2.  Forest cover increased 
over each successive simulation of 1,950m, 1,900m, and 1,850m to include 3,077.22 km2, 
3,253.48 km2 and 3,453.24 km2 of forest area, respectively.    
     In general, grazing lands and tea were the main land use types to be displaced by forest 
restoration activities at all contour intervals.  In addition, areas of displaced maize and coffee 
increased with each successive scenario.    
     Based on an examination of simulation results, change in total flow and the variance of flow 
was relatively insignificant and was therefore omitted from further evaluation.  However, the 
change in sediment load was noticeable over the scenario simulations.   
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     In general, sediment yield decreases with each successive scenario simulation (moving down 
slope from 2,000 m) or increase in forest cover.  Values range from an annual average of 3.43 to 
3.18 million tons of sediment to the reservoir (Figure 4).  There is, however, a 0.6% increase 
from the 2,000 to 1,950 m scenario.       
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Figure 3.  Percent rainfall, runoff, and sediment contributions to the Masinga Reservoir.  
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Figure 4.  Average annual sediment yield for the catchment for current conditions 
(Baseline) and subsequent reforestation for the elevational zones going down slope from 
2,000 m to 1,850 m.   
 
 
Summary and Conclusions 
 
     Climate and land use data are arguably the two most important or driving factors in any 
hydrologic analysis.  In this study however, these datasets were not readily available in a 
spatially and temporally explicit framework needed for further analysis.  Instead, data was 
collected from various groups and merged to create complete study area coverage.  As these data 
were merged, the most positive aspects of each were preserved and emphasized over others to 
produce the most spatially and temporally complete datasets possible.  This lack of 
representative, high quality input data for the study area also prevented rigorous calibration and 
validation; therefore, the model was run on a relative basis.  Despite some inconsistencies 
between model predictions and observed data (it should be noted that the predicted flow 
generally tracked the observed flow patterns throughout the study period), the initial results were 
used as a baseline for the relative comparison between stream flow and sediment transport under 
current conditions and various forest restoration scenarios.     
     Based on the relative comparison to baseline conditions, sediment load to the reservoir 
generally decreased with each successive simulation moving down slope.  The only exception to 
this is in the 1,950 m scenario.  The slight increase in sediment load from the 2,000 m to 1,950 m 
scenario could be attributed to the displacement of tea plantations that are prevalent in this 
elevation band.  Established tea plantations would provide more canopy cover than young 
forests, and thereby reduce the total amount of sediment loss.   
     The results of this research suggest that implementation of full forest restoration up to the 
1,850 m contour interval, with the exception of tea plantations, would reduce the amount of 
sediment reaching the reservoir by upwards of 7% per year.  This would extend the life of the 
dam and improve water quality in the catchment as well. 
     These results were delivered to Kenyan Government Officials for use in policy planning.  
This would not have been possible except for the combination of data from various sources and 
modifications to best represent spatial and temporal variability and the use of relative model 
comparisons. 
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Introduction 

Channel equilibrium occurs when all four variables, sediment discharge, sediment particle 
size, streamflow, and stream slope, are in balance.  Changes in streamflow and sediment 
variables may occur due to changes in land use.  Streams that are free to adjust will generally 
do so and reestablish new equilibrium conditions over a period ranging from decades to 
centuries.  River and stream restoration seeks to quantify this relationship so that river 
adjustments, which can cause significant damage to existing urban infrastructure, can be 
avoided or at least reduced in scope and severity.  In this paper, the methodology used to aid 
in design of urban streams is given to illustrate how the SWAT-DEG (Soil Water Assessment 
Tool-Degradation) model can be used in design of stable urban channels.  Then, several other 
example applications of using the SWAT-DEG model of channel erosion are discussed.  

 
Methodology 
Channel Stability Assessment 
a.  Design Discharge 

The procedure used in the channel stability assessment is illustrated in Figure 1.  The 
soils, land use, channel and landscape slope, and geology of the basin are evaluated from 
field and mapped data.  From this information, the channel forming discharge is calculated 
using regression equations and routed flood flow obtained from the unit hydrograph models 
for the watershed.  Prior research has shown the active channel discharge is equivalent to 
approximately the 1.25-year Return Interval (R.I.) flood computed from Dempster’s (1974) 
regression equations or the 0.5-year R.I computed by the unit hydrograph methods (HEC-1).  
The difference in the above-cited return periods is due to the treatment of antecedent moisture 
conditions in the model and possibly inferred loss rates for urban storms.  Previous studies by 
the U.S. Geological Survey have shown similar problems of over prediction for high 
frequency storms using the unit hydrograph models calibrated for large floods.  The SWAT-
DEG model was also run from this preliminary watershed data. 

 
b.  Field Assessment 

The field survey includes a visual summary of channel conditions by river reach 
(photographs of the left and right bed and bank).  The length interval chosen for data 
assimilation for urban channels is 200 feet.  Four major areas of information are derived from 
the channel survey.  The bed material is documented and selected samples are taken for sieve 
analysis or a Wolman’s pebble count is performed in the field.  Sieve analysis and Wolman’s 
pebble count are conducted to determine the gradation and size of bed material contained in 
the channel streambed.  The geology (stratigraphy) of the reach is noted considering rock 
type, bedding, degree of weathering, and thickness of alluvial soils.  Bank stability (slumps, 
flows, toppling failures) and degree of erosion is noted, as well as distance to and type of 
structure that may be impacted by future erosion.  Finally, the meander geometry is measured 
and radius of curvature (Rc) and Rc/(bottom width) is obtained.  This information is useful in 
assessing bend scour and meander migration rates. 
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Figure 1. Quantifying river behavior flow chart. 
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c. SWAT-DEG              
 The Soil Water Assessment Tool (SWAT) is designed to simulate watershed processes 
and the impact of land and water management on water quality.  Recently, the channel 
sediment routing model (DEG) has been modified to simulate downcutting and widening 
(Allen et al, 1999).  An erodibility coefficient derived from submerged jet testing (Hanson, et. 
al., 1990) is multiplied by tractive force to compute downcutting and the channel slope is 
adjusted accordingly.  Widening of the channel is accomplished through local width-depth 
ratios derived from measurements of streams in the Texas Blackland Prairie. 
 Three channel dimensions are allowed to vary in the channel downcutting and widening 
simulations: bankfull depth, width, and slope.  The amount of downcutting in each event is:  
  
            Derosion = 358(Dwater)(Kch)        (1) 
Where Derosion is the  depth of downcutting in m, Dwater  is the water depth in m, and Kch is the 
erodiblity coefficient (cm/hour/Pa).  The new bankfull depth is computed with:  

Depthnew = Depthbankfull + Deptherosion       (2) 
The new bank width is computed with: 
             Wbankfull = Width /Depth Ratio (Depthnew)      (3) 
The new channel slope is calculated as: 
              Slopenew = Slope – (Deptherosion)/(1000*Length)     (4) 
Where Length is the channel length in km.  
 
 The model makes the basic assumption that over long periods of time, given the 
constraints of simple channel dimensions and 1D flow, limiting side slope equilibrium is 
equal to the materials internal angle of friction and the degree of downcutting.  Local 
assessments of over 300,000 feet of channel in the metroplex confirm such assumptions.  If 
more detail is needed within the local reach, the ARS Bank Stability model or the continuous 
simulation model CONCEPTS is also available. 
     The model was run on the study watershed using future land use and the local climate 
station as input.  The equilibrium slope was input as the lower boundary condition for 
downcutting, Figure 2.  For example, the time for the stream (15 sq. km) to reach equilibrium 
under urban conditions is on the order of 40 years.  Of note are the periods of static 
conditions as in the 30-40 year time span.  This is due to climatic factors, which is consistent 
with measured rates in other urban watersheds. 
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   Figure 2.  SWAT-DEG results of the modeled watershed. 

 
Channel Design Parameters 

The main stem of the creek can be subdivided into two basic geomorphic sections based 
on field surveys, the results of the SWAT-DEG model, and the Harvey Watson channel 
evolution assessment of the stream.  

From station 4400 upstream (stations 0-6000), the channel is actively downcutting and 
should be considered in a degrading state.  From station 4400 downstream, the channel is 
aggrading.  Evidence for the upstream degradation (downcutting), are oversteepened banks, 
knickpoints, side channel gullies, and exposed sewer lines.  Evidence of downstream 
aggradation is deposition and formation of large gravel bars and channel widening.  

A channel design discharge is determined for the main stem of the stream based on three 
assumptions: (1) This was the calculated discharge for the fully developed basin derived from 
Dempster’s (1974) regression equations, (2) these equations have been shown to define the 
active channel dimensions in the Dallas and North Texas area (Allen, Arnold, and Skipwith, 
2002), and (3) consistency with HEC model results for the study area.  Consistency with the 
HEC-RAS model results is checked and the proposed channel design parameters altered to 
produce the desired channel velocities in the range of 4 to 5 ft/s. 
 Based on this channel discharge and results of the Wolman’s pebble count for the reach, 
stable slope equations were used to calculate the design channel slope.  The pebble count 
indicated a D50 of 19.5 mm.  The equilibrium channel slope is calculated from six methods.  
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The average of all the methods indicates a design (equilibrium) slope of 0.0016 for the study 
area. 
 The meander geometry is analyzed for the study reach.  Stable meander geometry was 
analyzed using Shields Curve for shear stress and Leopold’s sine generated curve function 
that resulted in a radius of curvature of 114 feet.  Williams’ empirical equations for river 
meanders and channel size using active channel width are used to estimate meander 
dimensions. 
 The active channel dimensions were based on four criteria: (1) design discharge, (2) 
stable bank slopes, (3) bankfull velocities, and (4) pool riffle geometry.  Based on the routed 
flood flows and active channel discharge, the channel was modified to account for the 
remaining criteria.  Cross sections were input into the HEC-RAS model for Hutton Branch, 
and channel velocities were checked against acceptable erosion thresholds (less than 6 feet 
per second). 
 To sustain the design equilibrium slope of 0.0016 within the project limits, grade control 
structures had to be added.  These structures allow the new channel design to maintain the 
desired slope without further downcutting.  In addition, bank armor (toe protection) was 
added along the outside slopes of meander bends.  This was done to prevent lateral migration 
of the channel due to scour during the larger floods.   

The resulting plan for Hutton Branch between the two streams is to restore the channel to 
a natural section and alignment.  Stable channel design velocities will be maintained while 
floodwater surface elevations are kept at or below existing levels.  In addition, a more stable, 
composite channel shape is proposed that will more efficiently pass the lower flood events 
and minimize channel instability.  

In order to achieve a more stable, yet natural channel alignment, meanders will be 
introduced. The side slope of the inside bank of the channel is flattened to 5:1 to simulate a 
natural meandering channel section.  On the outside bank, loose stone riprap will be placed to 
protect the slopes.  At utility crossings or where right-of-way is being restricted, a gabion 
wall will be used.   

The design slope of 0.0016 is used throughout the reach.  To achieve this equilibrium 
slope, six drop structures will be needed.  The drop structures also protect utility crossings 

The recommended plan can be implemented without any increase in water surface 
elevation for the 100-year flood on Hutton Branch.  The change in water surface elevation for 
the 100-year flood ranges from a decrease of 0.02 feet to 1.95 feet.   

Proposed work includes 107,000 cubic yards of channel excavation and the placing of 
29,000 cubic yards of fill.  The total estimated cost for the recommended plan, including 
clearing, filling, re-grading, and re-vegetating areas along the banks of Hutton Branch, is 
$2,863,000.   

 
Discussion and Conclusions 
 

A channel restoration design was developed for Hutton Branch that follows the stable 
channel design process described in this section of the report.  Planform geometry was 
developed and as a result a more natural meandering channel alignment was developed.  The 
proposed stabilized channel satisfied the required velocity limits based upon the Manning’s 
analysis.  Verification of the velocities and channel carrying capacity was fulfilled by detailed 
hydraulic modeling process.  The SWAT-DEG model is shown to be an integral part of the 
channel design and has been used on over five major studies to date in the Dallas-Fort Worth 
area.  The channel restoration plan cost compared favorably with the cost of other, more 
structural channel stabilization techniques such as channel armoring. 
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 Other applications of the SWAT-DEG model fall into three categories: (1) modeling 
degradation under various climate conditions, (2) analyzing the effects of erosion coefficients 
on downcutting, and (3) assessing time to equilibrium conditions.  A lawsuit was brought 
against a suburb of Dallas asserting that the erosion in the channel was caused by the City 
permitting too much impervious surfaces to be built in the watershed, thus causing increased 
flooding and channel erosion in the last decade.  SWAT was set up under the current land use 
and the climate was allowed to vary.  It was shown that climatic conditions had a far more 
profound influence on channel erosion than did the recent increase in basin imperviousness as 
shown in the remarkable difference between the two rates of downcutting.  A second example 
assesses the amount of downcutting which could occur under wet and dry soil conditions.  
The potential downcutting under dry clay channel conditions and under saturated soil 
conditions is demonstrated indicating up to a six fold change.  The erodibility coefficients 
were determined from jet index tests on the soil samples derived from the bottom of the 
stream.  The tests were run on soil material starting out at the plastic limit and then at field 
capacity.  The two degradation curves were estimated using an incremental weighted average 
technique using modeled flood conditions.  It was shown that the erodibility coefficient has a 
profound effect on downcutting rates.  The SWAT model was then run for the same stream to 
compare the continuous simulation to a weighted average.  The incremental weighted average 
technique was useful but fails to show potentially large annual increases in downcutting (up 
to a meter).  Such storm induced downcutting can be important in critical channel areas near 
large structures.  This testing was done to assess the potential for using the simpler 
incremental technique for a proposed channel setback ordinance in Austin, Texas.  The final 
example illustrates how SWAT-DEG can be a useful tool to determine the projected time to 
equilibrium in the basin.  This of course is simplified but can give engineers a means of 
prioritizing costly channel stabilization techniques throughout the watershed.  Since the 
average cost of restoration can range up to 50 dollars per square foot of channel, prioritizing 
the expenditure of funds over multiple bond programs and thus years are essential for urban 
drainage repair and stream restoration.  Future work on the SWAT-DEG model will involve 
modifications of erodibility coefficients to varying soil moisture regimes in the channel.  
Multiple runs for varying urban conditions are also planned within the metroplex to allow 
preliminary assessment of channel downcutting in urban streams with varying slopes, 
erodibility, land use and drainage basin size.  
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Abstract 
 
     Riparian wetlands are hydrologically connected to both the surrounding upstream 
catchment area and river, and represent an interface between them. They intercept surface and 
subsurface runoff with soluble nutrients and sediments from the upland areas, and therefore 
function as buffers for the river network. Due to their connection to groundwater and supply 
of nutrients from upland areas, riparian wetlands have excellent conditions for vegetation 
development during the whole growth season. As a result, riparian wetlands are highly 
effective in the reduction of diffuse source pollution and sediment loads to rivers and streams.       
     Integrating wetlands and riparian zones in eco-hydrological river basin modelling is very 
challenging. The correct representation of all these processes in the modelling framework 
with their different characteristic spatial and temporal scales is not a trivial task and includes 
much inherent uncertainty. Additional problems include the identification of riparian zones 
based on regionally available data and verification of the results.   
 
Keywords: Riparian zones; wetlands; water quality; groundwater dynamics; nutrient 
retention 
 
 
Introduction   
 
    The water framework directive of the European Commission demands that water bodies in 
Europe be brought into “a good ecological status” (EC 2000). Many efforts and improvements 
have been made, mainly in the implementation of waste water treatment plants. But these 
measures only help to improve the water quality of point sources, whereas the main origin of 
some important contaminants are diffuse sources like atmospheric deposition and fertilisation 
of crop land. Here, riparian zones and wetlands play an important role in the control of the 
water quality of surface water systems (Dall’O’ et al., 2001).  
     The paper presents an integrated catchment model with which it is possible to analyse the 
processes in wetlands and riparian zones in meso- to macroscale river basins, the scale 
relevant for water management planning and for the implementation of the water framework 
directive. A simple but comprehensive mechanistic wetland module was developed and 
coupled with the eco-hydrological model SWIM (Soil and Water Integrated Model, 
Krysanova et al., 1998), which integrates hydrological processes, vegetation, erosion and 
nutrient dynamics at the watershed scale. The reliability of the model results was tested under 
well-defined boundary conditions by comparing the results with those from a two dimensional 
numeric groundwater model under steady-state and transient conditions (Hattermann et al., 
2004b).  In addition, results were compared with observed data from a meso-scale basin, 
using contour maps of the long-term mean water table, observed groundwater level data, and 
observed river discharge and nutrient concentrations.  
     The results of the study show that riparian zones and wetlands have a high potential to 
reduce the nutrient transport into surface water systems, although the uncertainty of the 
modelling results is very high. Their impact is so large because they are at the interface 
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between catchment and river systems, where the greater part of the nutrients in the catchment 
originally applied as fertilizers or mineralized from plant residues are already degraded. 
Restoration and management of wetlands is therefore a high priority for the control of non- 
point source contamination of surface waters. 
 
Material and Methods 
 
The Model 
     SWIM A three-level scheme of spatial disaggregation from basin to subbasins and to 
hydrotopes is used in the model. A hydrotope is a set of elementary units in the subbasin, 
which have the same geographical features, such as land use, soil type, and average water 
table depth. Therefore it can be assumed that they behave in a hydrologically uniform way 
(Krysanova et al., 2000). Water fluxes, plant growth, and nitrogen dynamics are calculated for 
every hydrotope, where up to 60 vertical soil layers can be considered. The outputs from the 
hydrotopes are aggregated at the subbasin scale. Mean resistance time and potential retention 
of water and nutrient fluxes are calculated using spatial features of the hydrotopes, such as 
distance to the next river, gradient of the groundwater table, and permeability of the aquifer. 
The approach allows us to consider and investigate the spatial pattern of land use and land use 
changes. The lateral fluxes are routed over the river network, taking transmission losses into 
account. Plant dynamics are simulated using a simplified EPIC approach (Williams et al., 
1984). A full description of the model can be found in Krysanova et al. (1998, 2000). An 
extensive hydrological validation of the model in the Elbe Basin including sensitivity and 
uncertainty analyses is described in Hattermann et al. (2004a).  
 
The Wetland Module 
     Important for the investigation of meso- to macroscale river basins is to apply methods 
which are physically sound but simple enough to save computation time and data demand 
(Arnold et al., 1993). The wetland module described here consists of two parts: one part 
describes the groundwater fluxes and water table dynamics, where the time scale is in days or 
weeks. The second part describes the nutrient fluxes and degradation, where the time scale is 
much larger (years and decades, sometimes centuries, because of the mean residence time of 
the groundwater).  
     Important for the hydrological processes and nutrient fluxes in wetlands is a good 
reproduction of the groundwater dynamics. Smedema & Rycroft (1983) derived a linear 
storage equation following the Dupuit-Forchheimer assumptions to predict the non-steady-
state response of groundwater flow to periodic recharge from Hooghoudt’s steady-state 
formula. It was assumed that the time-derivative of return flow q in mm d-1 (the groundwater 
discharge) at time step t is linearly related to the rate of change in water table height h in m 
(water table above drainage base). Only headlosses in a horizontal direction are considered: 

dt
dh

L
T

dt
dq **8

2=                                                      (1), 
where T is the transmissivity in m2 d-1 and L the slope length in m. If the groundwater body is 
recharged by deep soil percolation or another source (Rc in mm d-1), and is depleted by drain 
discharge (q), it follows that the water table will rise when Rc-q > 0 and fall when Rc-q < 0. 
The water table fluctuations can be described as: 

SC
qRc

dt
dh

*
)( −

=                                                        (2). 
S is again the specific yield. It follows that by assuming that the retention constant C = 0.8 
(Smedema & Rycroft 1983): 

)(*)(*
*
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T

dt
dq

−=−= α              (3), 



3rd International SWAT Conference 

 116

The change in drain discharge dq/dt is proportional to the excess recharge Rc-q, with α being 
the proportionality factor (reaction factor, see Equation 6). Equation 2 can be transformed to 
obtain the equation for return flow: 

)*exp(*1 tqq tt ∆−= − α )*exp(1(* tRc t ∆−−+ ∆ α                          (4).                            
Using the linear relationship between q and h (Equation 1), we get: 

))*exp(*1 thh tt ∆−= − α )*exp(1(*
**8.0

t
S

Rc t ∆−−+ ∆ α
α

             (5). 
The equations are scale independent and the spatial unit for which h and q are calculated can 
be either the hydrotope or the subbasin. The factor α is a function of the transmissivity T and 
the slope length L: 

2*
*10
LS
T

=α
                             

                                
(6). 

Therefore, the reaction factor has a physical meaning and can be estimated directly by using 
observations of the groundwater head h. This was done using an automatic calibration 
algorithm by adjusting T and S in physically sound limits.  
     While it is possible to describe water table dynamics using the mean reaction time, the 
time scales which have to be considered for the simulation of nutrient retention are much 
larger (years and decades), because the actual residence time is the crucial value which 
determines the intensity of degradation. According to Wendland et al. (1993), the degradation 
of nitrate N (kg ha-1) can be approximated by a linear decay equation, where λ is a function of 
temperature and available oxygen. The full retention of a landscape is then a function of mean 
residence time and degradation: 
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where K, in days, is the mean residence time. The mean residence time of water in the 
subbasin to flow from a specific hydrotope to the next river is calculated for each hydrotope 
using a GIS and digital maps of the groundwater table and geo-hydrology. Since SWIM 
distinguishes between surface flow, interflow and baseflow, each having different retention 
characteristics (residence time and oxygen content), there has to be one equation for each of 
the fluxes. 
     Plant uptake of water and nutrients from groundwater is only possible in times when the 
plant roots have access to it and if the plant demand cannot be satisfied by soil water and 
nutrient recourses. A resistance function controls the ability of plant roots for water and 
nutrient uptake from groundwater. 
 
The Basin 
     The northern lowland part of the German Elbe Basin, where the model was tested in the 
Nuthe Catchment (1,938.0 km2, see Figure 1), is climatically one of the driest regions in 
Germany, with a mean annual precipitation of about 600 mm per year. Hence, water 
availability during the summer season is the limiting factor for plant growth. The lowland is 
formed by mostly sandy glacial sediments and drained by slowly flowing streams with broad 
river valleys. The upper sites with deep water tables are covered by sandy, highly permeable 
soils, and mostly pine forests or arable land on ground moraine with till soils that tend to have 
layers with lower water permeability.  
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Figure 1. The location of the Nuthe Basin (1938.0 km2) and the observation points. 
Valleys are covered by loamy alluvial soils with grassland and riparian forests, where 
the groundwater is very shallow, and arable land elsewhere.  
 
 
Results and Discussion 
 
Groundwater and River Flow Dynamics 
     First, the simulated mean annual water table depth of all subbasins in the Nuthe Basins 
were calibrated automatically using the permeability in a physically sound range (8 m d-1 – 60 
m d-1). The mean simulated amplitude was too high and had to be smoothed by a moderate 
increase in the value of specific yield (2.5% - 30%, as taken from the geo-hydrological map). 
The Mean Absolute Error of the long term observed data as compared to the simulated water 
table in all subbasins was 0.026 m. 
     The observation wells were selected in order to represent a cross-section through the basin 
from the lowlands in the north to the hilly area in the south-west. Well 1 is located next to the 
outlet of the Nuthe River Catchment. The curves show a good fit, especially for the early 
1980s. The rise of the groundwater level in 1987 and 1988 is slightly overestimated by the 
model in subbasins 2, 4, and 5. As explained in section 1, the natural flow regime in the Nuthe 
Basin is influenced by streamflow control (weir and reservoir management), and especially in 
the lowland areas the water level is controlled by land drainage. 
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Figure 2. Comparison of observed and simulated groundwater table for five locations in 
the Nuthe Basin (Hattermann et al., 2004b). 
 
Figure 3 illustrates the impact of plant water uptake on the simulated water table. While the 
groundwater tables simulated with and without plant water uptake converge during the winter, 
they separate during the vegetation period, where the plant uptake leads to a decline of the 
groundwater table. Evapotranspiration and recharge in Figure 3 are calculated with plant 
water uptake from groundwater. 
 

 
Figure 3. Comparison of simulated and observed groundwater table with 
(GW+vegetation) and without (GW-vegetation) plant water uptake from groundwater. 
 
     The mean long term difference between the observed and simulated river discharge at the 
basin outlet is 3.0% for the calibration period 1981 - 1988, indicating that the water balance is 
correctly calculated by SWIM. The daily Nash & Sutcliffe efficiency is 0.7 (only 0.54 for the 
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validation period 1989-2000). The hydraulic regime of the Nuthe Basin is strongly influenced 
by water management regulations like drainage systems and weir plants, so that it is difficult 
to reproduce the hydrograph with higher accuracy. The summer discharge is in some years 
overestimated by the model (see Figure 4).  
 

Figure 4. Comparison of daily river flow observed and simulated (gauge Babelsberg). 
 
     This can be explained by water abstraction and regulation measures, when a minimum 
river flow is provided by reservoir management in dry summer periods. It is worth mentioning 
that the efficiency was notably higher for other meso- and macro-scale subbasins of the Elbe 
located in hilly and mountainous areas (Hattermann et al., 2004a). Without additional plant 
water uptake from groundwater, the total evapotranspiration would be 25% lower, leading to 
an increase in river discharge of about 50%. 
 
Nitrate Concentrations 
 
     The nitrate concentration in the Nuthe River during the Eighties was strongly influenced 
by point sources (irrigation of waste waters in very small areas, municipal waste waters, even 
direct discharge of liquid manure into surface waters), where the records are vague and 
incomplete, so that the comparison in Figure 5 is done for a time period in the Nineties, where 
the impact of point sources is very limited because of the implementation of waste water 
treatment plants in the basin.  

Figure 5. Simulated and observed nitrate concentrations in the Nuthe River with the 
range of uncertainty because of uncertain geo-hydrological information. 
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Diffuse sources in this study are fertilizer applications (about 135 kg/ha for winter wheat, a 
smaller application in late fall, larger in spring), atmospheric depositions (about 25 kg/ha), 
and plant depositions after harvest and fall.  
     The comparison shows that the periodicity and amplitude of the observed values is 
generally reproduced well by SWIM, although the difference between observed and simulated 
values is large, especially at the end of the year. The reason is that the diffuse sources for 
nitrate contamination (in particular fertilization) are not very well known, because 
information about crop rotation schemes and fertilization regimes are not available at the 
regional scale.  
     The mean residence time of groundwater is 41 years, with a maximum of approximately 
400 years. The values are in positive agreement with Landesumwelamt (2002), who estimated 
the nutrient loads and retention in the lowland catchments of the Elbe Basin. The range of 
uncertainty produced by the uncertain geo-hydrological information is also included in Figure 
5 by assuming a 15% longer or shorter mean residence time and half life time.  
     Figure 6 illustrates the impact of plant uptake of nitrate in riparian zones and wetlands. As 
shown also for the impacts of plants on the water level in Figure 3, the differences are the 
highest during the summer season when plant demand is high and therefore cannot be 
satisfied by the soil water concentrations. The difference becomes smaller during the late 
summer, because the total amount of available nutrients in soils and hence the leaching of 
nutrients is at a minimum. Figure 7 shows a map of the additional plant nitrate uptake from 
groundwater in kg ha-1. The values are not large in comparison with the total plant uptake (up 
to 150 kg ha-1). The additional uptake is only about 1% of the total uptake, but this leads to 
retention of about 24% of the total river load. The reason is that the additional uptake happens 
in an area next to the surface water bodies where the largest part of the nitrate which was 
originally applied by fertilizers, mineralised from plant residues, and decomposed from the 
atmosphere, is already degraded. 
 

 
Figure 6. Comparison of simulated and observed nitrate concentration with and without 
plant water uptake from groundwater. 
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Figure 7. Additional nitrate uptake by plants in riparian zones and wetlands. 
 
 
Conclusions 
 
     The simulation results indicate that relatively small parts of the total catchment area have a 
high impact on the water and nutrient balance in the catchment (additional evapotranspiration 
of about 25% and additional nitrate uptake of about 1% leading to a decrease in river 
discharge of about 50% and a decrease in annual river nitrate load of about 24%), although 
the uncertainty of the results is high. Riparian zones and wetlands are buffer systems which 
are able to reduce contamination of surface waters, as long as the vegetation has access to 
groundwater. On the other hand, restoration of wetlands will lead to increased water losses by 
evapotranspiration, crucial in a region where river discharge during the summer season is only 
possible by water regulation through dams and weirs, and where a trend to lower annual 
precipitation has been observed during the last decades. It follows that water managers have 
to find a sensitive balance between water quality and water quantity aspects in the planning 
process. 
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Abstract 
 
     Watershed models like the Soil and Water Assessment Tool (SWAT) are fairly 
comprehensive in simulating different hydrological processes by dividing subbasins into 
hydrologic response units (HRU) comprising unique soil and land use combinations. 
However, the HRUs are not hydraulically interconnected and are lumped at the subbasin level 
to estimate runoff and pollutants delivered to the reach. This lumping aggregates modeling 
outputs for various land features, thus making it difficult to examine the effect of some 
significant components, such as riparian wetlands, which may not be dominant when seen at 
the subbasin scale. This study adapts SWAT for simulating riparian wetlands by coupling it 
with the Riparian Ecological Management Model (REMM). This approach is applied to 
Canagagigue Creek Watershed of the Grand River Basin in Southern Ontario, Canada. The 
results indicate considerable reduction in surface runoff (33% - 43%) and sediment yield 
(61% - 90%) when the riparian system is introduced to the subbasin. The coupled system can 
be used to evaluate the effect of riparian wetlands on stream water quality or as a design tool 
for restoration or construction of riparian wetlands. 
 
Introduction 
 
     Wetlands were spatially widespread in southern Ontario before extensive agriculture 
began.  Over 65% of the wetlands in southern Ontario have been lost through conversion to 
other land uses within the last 200 years (GRCA 2003). In the past, efficacy of these natural 
filtering systems was, perhaps, not well perceived. Further, intensive agricultural activities, 
including application of liquid manure and chemical fertilizers to supplement crop nutrients, 
is resulting in movement of sediments, nutrients, and pathogens to the streams, ultimately 
ending up in the Great Lakes.  
     Wetlands filter sediments and nutrients, improve water quality, attenuate flood control, 
and provide significant wildlife habitat (Warner, 2002). Ecological benefits include nutrient 
storage, biological diversity, and critical habitat for fish and wildlife. Carbon, a primary 
component of the most significant greenhouse gases that contribute to climate change, is 
sequestered in wetland soils and vegetation (GRCA 2003). Several studies have verified that 
stream side and flood plain zone vegetation (riparian buffers) is active in reducing nutrient 
and sediment concentrations in overland and subsurface flows moving to low order streams 
(Cooper et al., 1987; Lowrance et al., 1997; Vellidis et al., 2002). 
     Since the 1980s wetland policy in Ontario has evolved in response to the growing 
concerns about the negative environmental effects in agricultural watersheds. In 1996, the 
Province issued a Policy statement to deal with wetlands as Natural Heritage (GRCA 2003). 
This policy was established to ensure that the public planning agencies would have regard for 
the value of wetlands. Wetland policy is intended to protect Provincially Significant 
Wetlands (Classes 1 to 3) and encourages the protection of all other wetlands. Because the 
efforts for preserving wetlands are prioritized, it is important to understand the hydrology and 
hydraulics of the wetland in watersheds through different modeling approaches.  
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     Numbers of modeling approaches have been developed to understand and simulate 
wetland hydrology in the context of watersheds. Arnold et al. (2001) modified SWAT to 
allow ponded water within the prescribed wetland to interact with the soil profile and the 
shallow aquifer for constructed wetlands. In the study, a wetland was described as a 
hydrologic response unit and a water balance approach was used to simulate wetland 
hydrology for non-ponded and ponded conditions. Restrepo et al. (1998) modified the 
groundwater model MODFLOW (McDonald and Harbough, 1988) to address wetland-
groundwater interactions. They considered flow as a combination of sheet flow through dense 
wetland vegetation and slough flow through a channel. The other models that have been used 
to simulate some aspects of wetland hydrology include DRAINMOD (Skaggs, 1994), 
Flatwoods (Sun et al., 1998), a Wetland Dynamic Water Budget Model (Walton et al. 1996), 
WETMOD (Cetin et al., 2001), WETLAND (Lee et al. 2002), and Soil Water Balance Model 
(Bidlake and Boetcher, 1996). However, there is a need to explicitly link wetland functions 
with watershed processes to examine the spatial variations of wetland benefits in agricultural 
watersheds.  
     In this paper, the Soil and Water Assessment Tool (SWAT) is adapted for simulating 
riparian wetlands by coupling it with the Riparian Ecological Management Model (REMM). 
The model coupling is applied to the upper Canagagigue Creek Watershed of the Grand River 
Basin in southern Ontario, Canada to estimate the wetland benefits in subbasins in terms of 
attenuating surface runoff and filtering of sediments. The modeling results will have 
important policy implications for designing effective wetland policy in agricultural 
watersheds.   
 
Methodology 
 
     For simulating riparian wetland hydrology in watersheds, a number of modeling 
approaches were reviewed. The SWAT model was selected for simulating watershed 
hydrology for its wide acceptability for modeling agricultural watersheds. The REMM model 
was selected for simulating riparian wetlands because of its comprehensive approach in 
handling riparian processes. The basic modeling approach used in SWAT and REMM is 
described below: 
 
SWAT Model Description  
     SWAT is a comprehensive continuous-time watershed model that operates on a daily 
time-step. The model was developed by the Blackland Research and Extension Center and 
the USDA-ARS (Arnold et al., 1998). It predicts the impact of land management on water, 
sediment, and nutrient outflow from an agricultural watershed. Major model components 
include weather, hydrology, soil temperature, plant growth, nutrients, pesticides, and land 
management.  
     SWAT delineates watersheds into subbasins and subbasins are divided further into 
hydrologic response units (HRU) based upon unique soil/land-use characteristics. Flow, 
sediment, and nutrient loading from each HRU in a subbasin are summed and the resulting 
loads are then routed through channels, ponds, and reservoirs to the watershed outlet (Arnold 
et al., 2001). 
     SWAT has been widely applied for modeling watershed hydrology and simulating the 
movement of non-point source pollution. However, the model structure prevents it from 
explicitly simulating the hydrology of some land components such as riparian wetlands. The 
HRUs are not hydraulically interconnected and, therefore, marking how much runoff will be 
received by the riparian buffer system (RBS) is not feasible. Further, SWAT lumps outputs of 
runoff and pollutants coming from HRUs within one subbasin and delivers it to the reach. 
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The lumping nullifies the affect of non-dominant land management practices, which may 
have larger contributions in controlling the outflow of pollutants. Therefore, in the absence of 
the procedures for these processes, which may be actually controlling hydrology, it may be 
misleading to force the model to converge to the observed values by calibrating the model 
parameters.  
 
REMM Description 
     The Riparian Ecosystem Management Model (REMM) was developed at the USDA-ARS 
Southeastern Watershed Research Laboratory (Altier et al., 2002; Lowrance et al., 2000). 
REMM is a comprehensive model that divides riparian buffer zones spatially into three 
zones. Zone 1 (normally undisturbed native forest area) is a narrow strip adjacent to the 
stream for stream bank protection and aquatic environment. Zone 2 (normally matured 
coniferous trees) is managed woody vegetation for sequestering sediment and nutrients from 
upland runoff. Zone 3 (normally herbaceous strip) receives runoff, sediments, and nutrients 
from the watershed upland of the riparian system. Although the modeling approach depicts a 
typical riparian buffer system, it can handle various combinations of vegetation and merging 
of zones. 
     Vertically REMM divides soil profiles into three layers and considers a litter layer at the 
surface of the ground. Water moves both vertically and laterally through these layers. The 
litter layer acts as a mixing layer and interacts with surface runoff. The mass balance and 
rate-controlled approaches are used for storage of water in all the three zones and for 
movement of water between these zones (Altier et al., 2002). 
     REMM is a continuous-time model operating on a daily time-step. The input files are well 
structured and parameters are stored in climate, field input, vegetation, buffer, and rate files. 
The model output provides runoff, sediment, and nutrient loads coming from all the three 
zones on daily basis. 
     REMM needs inputs from the upland watershed through measurement of runoff, 
sediments, and nutrients or simulating those values using some other watershed model and 
then manually preparing field input files. 
 
Study Site Description 
     Canagagigue Creek Watershed is a sub-watershed of Grand River Basin, a major river 
basin that drains into Lake Erie in southern Ontario, Canada. Canagagigue Creek Watershed 
is under intensive agriculture, which covers 80% - 90% of the watershed (Carey et al., 1983). 
The creek has a catchment area of about 150 km2 and is located between 43036’ N – 43042’ N 
latitude and 80033’ W – 80038’ W longitude. There is a reservoir (Floradale Reservoir) 
located in the middle of the watershed, which is equipped with a gauging station. The 
watershed upstream of the reservoir is considered in this study (Figure 1).  
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     Reports by the Grand River Conservation Authority indicate that some sites in the 
downstream portions of the Canagagigue Creek Watershed are hyper-eutrophic and rated 
poor in terms of water quality (GRCA, 2004). This watershed lost more than 70% of its 
wetlands when the growing population in this region demanded more land for agriculture. 
Still the eastern tributary of Canagagigue Creek has some riparian wetlands, and in some 
subbasins, wetlands contribute up to 20% of the area. 
 
SWAT-REMM Coupling Hypothesis 
     The main requirement for simulation of riparian wetland hydrologic processes is coupling 
the watershed scale model SWAT and the riparian ecology model REMM. The SWAT 
structure (Arnold et al. 2001) does not have hydraulically interconnected HRUs within a 
subbasin. The runoff, sediment, and nutrient output at the outlet of the subbasin is a lumped 
output of all the HRUs in that subbasin. Since the riparian zones are spatially located along 
the stream, and the runoff coming from the catchment passes through these buffers before 
entering the stream, output from a subbasin passed to REMM as an input should reflect the 
effect of riparian buffers on sequestering runoff, sediments, and nutrients.  
     The subbasin output file for SWAT gives daily runoff, sediment, and nutrient data for all 
the subbasins for the entire simulation period. The SWAT subbasin output file was compared 
with the field input file for REMM (Table 1). Although the SWAT output does not generate 
the extensive output parameters required by REMM, the major parameters are available and 
rest may be substituted from other resources. 
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Figure 1. Location of Canagagigue Creek watershed in 
Grand River basin. 
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Table 1. Comparison of parameters required by field data file of REMM and simulated 
by SWAT. 
 
Parameters required by the REMM 
Field Data File 

Parameters simulated in the SWAT 
subbasin file 

Surface Runoff (mm) Yes 
Subsurface Runoff (mm) Yes 
Sediment loading (kg/ha) Yes 
Sediment-clay fraction No 
Sediment-silt fraction No 
Sediment-sand fraction No 
Sediment-small aggregate fraction No 
Sediment-large aggregate fraction No 
C-humus-active-surface runoff (kg/ha) No 
C:N ratio surface runoff No 
C:P ratio surface runoff No 
C-humus-active-subsurface flow (kg/ha) No 
C:N ratio subsurface flow No 
C:P ratio subsurface flow No 
C-humus-active-sediment (kg/ha) No 
C:N ratio sediment No 
C:P ratio sediment No 
Ammonia-surface runoff (kg/ha) No 
Ammonia-subsurface flow (kg/ha) No 
Ammonia-sediment (kg/ha) No 
Nitrate-surface runoff (kg/ha) Yes 
Nitrate-subsurface flow (kg/ha) No 
Phosphorus-surface runoff (kg/ha) Yes 
Phosphorus -subsurface flow (kg/ha) No 
Phosphorus –sediment (kg/ha) Yes 
 
 
Results and Discussion 
     The SWAT and REMM coupled model was run for a period of seven months, from April 
1, 1998 to October 31, 1998, on a portion of the Canagagigue Creek Watershed upstream of 
the Floradale Reservoir. The results presented in this paper are simulated results. These 
results could not be validated due to the unavailability of observed data at the subbasin level; 
however, trends in the results were analyzed to investigate the change of magnitude in runoff 
and sediment entering the stream in the presence of riparian wetlands. 
 
SWAT Simulation 
     For the application of SWAT, the Canagagigue Creek Watershed upstream of the 
Floradale Reservoir was delineated into 27 subbasins using a 10 m DEM. A 100 ha threshold 
area was used for stream definition. One subbasin (20) was selected for the application of 
SWAT-REMM coupling (Figure 2). Subbasin 20 has a total area of 445 ha and a 4,800 m 
stream length, with a 200 m riparian zone passing through it. The riparian buffer zone 
contributes about 20% of the total subbasin area. 
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Figure 3 shows the hydrograph and sediment graph of runoff and sediments flowing out of 
subbasin 20 and entering the stream during the simulation period. The monthly averaged 
daily runoff rate ranged from 0.00 to 1.68 cm H2O/ha, and sediment yield ranged from 0.00 
to 420 kg/ha. The hydrologic output data was passed on to the REMM model for input as 
upland data entering the riparian buffer. 
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REMM Simulation 
     The REMM model needs input for the upland field data, buffer data, and type of 
vegetation in the three zones. The upland field input information was extracted for subbasin 
20 from the SWAT subbasin output file and formatted for the REMM field input data. The 
buffer input file requires an area of upland field contributing surface and subsurface runoff 
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Figure 3. Monthly daily average output of runoff and sediment 
from SWAT simulations. 
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and sediments to the riparian buffer, stream depth, and latitude. All the information was 
extracted from the SWAT output file and fed into the buffer file.  
     The riparian buffer was divided into three zones. Zone 1 was 30 m all along the stream 
with deciduous tree type vegetation. Zone 2 was composed of coniferous trees and ran 150 m 
along the main slope of the watershed. Zone 3 was 20 m long and was composed of 
herbaceous grass plantation. The subbasin slope was 2.66%. 
     The output of the REMM model for runoff and sediment yield is presented in Figures 4 
and 5, respectively. Tables 2 and 3 present the role of the three zones in reducing the amount 
of runoff and sediment entering the stream. The results reveal that riparian wetlands 
significantly decrease runoff and sediment loads entering the stream.  Zone 3 was most 
effective in reducing the entry of sediment to the stream and Zone 2 was most effective in 
sequestering runoff. The runoff was reduced from 4% to 9% through Zone3, 17% to 38% in 
Zone 2, 10% to 18% in Zone 1, and 28% to 50% in total before reaching the stream (Table 2). 
Similarly, sediments were filtered from 41% to 82% in Zone3, 28% to 66% in Zone 2, 7% to 
12% in Zone 1, and 61% to 90% in total (Table 3). This shows that the presence of riparian 
wetlands helped in sequestering up to 50% of runoff and 90% of sediments. The results are 
supported by a study done by Sheridan et al. (1999). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      
Table 2. Variation in surface runoff as it passes through the three riparian zones. 
 
1 2 3 4 5 6 7 8 9 10 
4 15.86 0.01 0.01 7.48 0.01 33.54 0.01 14.66 43.28 
5 27.20 0.02 0.02 7.15 0.01 32.15 0.01 13.69 41.44 
6 36.20 0.00 0.00 8.63 0.00 38.31 0.00 18.34 49.63 
7 36.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
8 84.60 1.68 1.59 5.62 1.25 25.68 1.12 10.15 33.22 
9 14.60 0.07 0.07 6.72 0.05 30.37 0.04 12.50 39.07 
10 25.60 0.23 0.22 4.11 0.19 17.29 0.16 13.34 28.33 

 
1. Month; 2. Rainfall (cm); 3. Surface Runoff Entering Zone 3 (cm); 4. Surface Runoff 
Entering Zone 2 (cm); 5. Pecent Reduction through Zone 3; 6. Surface Runoff Entering Zone 
1 (cm); 7. Percent Reduction through Zone 2; 8. Surface Runoff Leaving Zone 1 (cm); 9. 
Percent Reduction through Zone 1; 10. Percent Total Reduction. 
 

Figure 5. Bar graph showing sediment filtration 
through the three riparian zones. 
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Table 3. Variation in sediment yield through three riparian zones. 
 
1 2 3 4 5 6 7 8 9 
4 2.63 0.98 62.92 0.44 55.05 0.39 11.93 85.32 
5 5.10 2.21 56.65 0.75 65.95 0.70 7.59 86.36 
6 0.07 0.01 82.43 0.01 41.81 0.01 0.00 90.5 
7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
8 417.29 244.12 41.50 175.56 28.09 163.01 7.15 60.94 
9 12.17 6.15 49.44 2.47 59.89 2.28 7.52 81.24 
10 29.03 15.04 48.21 6.88 54.25 6.24 9.29 78.51 

 
1. Month; 2. Sediment Yield Entering Zone 3 (kg); 3. Sediment Yield Entering Zone 2 (kg); 
4. Percent Reduction through Zone 3; 5. Sediment Yield Entering Zone 1 (kg); 6. Percent 
Reduction through Zone 2; 7. Sediment Yield Leaving Zone 1 (kg); 8. Percent Reduction 
through Zone 1; Percent Total Reduction. 
 
Conclusions 
 
     Contamination of the Great Lakes with the pollutants coming from the agricultural 
watersheds draining into the lakes leads to growing concerns in protecting the source water. 
Wetland conservation has become an important effort in addressing these concerns. The 
province of Ontario has made it a policy to prioritize and protect existing wetlands and has 
proposed the option of constructing more wetlands. For constructing and protecting wetlands, 
it is essential to understand the effects of wetlands in the context of hydrology and hydraulics 
of the watershed through different modeling procedures. Most of the existing models work 
either for watersheds or for wetlands and lack interaction. This study presents an effort to 
couple a watershed scale model with a wetland model and understand the role of wetlands on 
watershed hydrology and hydraulics. 
     A subbasin of Canagagigue Creek Watershed with 20% riparian wetland area was selected 
for modeling. The watershed scale model SWAT and the riparian wetland model REMM 
were coupled for simulation. The SWAT model was used to generate upland information for 
REMM, which was used for the riparian system simulation. 
     The results indicated considerable reduction in surface runoff (28% - 50%) and sediment 
yield (60% - 90%) when the riparian system was introduced to the subbasin. Zone 3, with 
herbaceous grass strips, filters most of the sediments, and Zone 2, the managed forest, 
sequesters runoff. This coupling procedure could be used to assess the efficiency of existing 
riparian wetlands or to design riparian zone dimensions for constructed wetlands. 
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Abstract 
 
     Deterministic watershed scale models such as SWAT can be adapted for forest 
management. As a part of the Forest Watershed and Riparian Disturbance (FORWARD) 
study, SWAT is being used to estimate the impacts of different harvest patterns on 
streamflow and water quality in the Forest Management Area of Millar Western Forest 
Products Ltd. on the Boreal Plain of North America. Application of SWAT in a forested 
environment requires a detailed description of forest growth dynamics. We have modified 
SWAT to bypass its crop model and use data simulated by a more complete growth model, 
ALMANAC. In this paper we discuss the modifications that were made to ALMANAC to 
simulate forest growth on the Boreal Plain. We built on published work using the plant 
growth model ALMANAC to simulate tree growth.  Our efforts were aimed at developing 
parameters for white spruce, black spruce, lodgepole pine, and trembling aspen and their 
competition with shrubs, grasses, and herbaceous vegetation in young stands after forest 
disturbance, such as harvests and fires.  The modified version of ALMANAC simulated light 
competition, and variations in forest stand structure (tree density), and produced reasonable 
estimates of variations in tree height and biomass in 55 permanent sample plots maintained 
by Millar Western.  Initial SWAT simulations of a forested watershed suggest that forest 
disturbance and regrowth may be simulated by passing data between the two models. 
FORWARD will evaluate the potential for SWAT to estimate the impact of forestry practices 
on watershed hydrology and water quality.  
 
Introduction 
 
     Watershed scale models, such as SWAT, have the potential to predict the changes to 
streamflow caused by forest harvest. SWAT has simulated catchment discharge and water 
quality in large catchments that include forest over short time periods assuming static forest 
conditions (Santhi et al., 2001). McKeown et al., (2004) modified the SWAT model for the 
Boreal Plain and simulated discharge in a watershed with greater than 90% forest. Their 
results were promising and suggest that SWAT is capturing the dominant hydrological 
processes in these watersheds.  However, to provide predictions for the impacts of forest 
harvest on watershed hydrology, the static forest growth model in SWAT is inadequate 
(Watson et al., 2005).  Due to the complexity and dynamic nature of forest growth over time 
and in particular over the first 20 years after stand establishment, a more dynamic forest 
growth model is required for SWAT.  
     SWAT incorporates equations to simulate plant growth from the crop growth model EPIC 
(Williams et al., 1983). ALMANAC is also a modified version of the EPIC model with 
equations that account for the competition for light, water, and nutrients between multiple 
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species growing simultaneously (Kiniry et al., 1992). The ALMANAC model has reproduced 
low perennial/tree competition for light, water and nutrients (Kiniry, 1998) to estimate losses 
in grazing capacity due to shading. We feel that ALMANAC has the potential to simulate the 
dynamics of early forest stand growth where competition is occurring between perennial 
grasses, woody shrubs, and crop trees. Like SWAT, ALMANAC functions on a daily time-
step and uses the same water balance equations, the same nutrient release equations and the 
same weather generator as the SWAT crop model, making the two models compatible. 
     Forests of the western Boreal Plain of North America contain any variety of pure or mixed 
stands of lodgepole pine (pinus contorta) white and black spruce (picea glauca and mariana), 
balsam fir (Abies balsamea), and rapid growing deciduous forests dominated by Populus 
species. Forest productivity ranges from productive stands with mean annual increments of 
wood production from 4.5 m3 ha-1yr-1 to unproductive sites of less than 1 m3 ha-1yr-1.  After 
harvest, invading grasses and woody shrubs compete strongly with crop trees. The climate 
rests on the borderline of being able to sustain forests in terms of yearly moisture, with 
annual precipitation ranging from 300 mm in the north western extreme of the Plains to 625 
mm per year in the eastern extreme. Forest stands occur on dry uplands where forest growth 
is limited largely by available soil water.  Other forests stands are in fens, bogs, and seepage 
zones, where water tables are perched and adequate soil water is available. The relief is flat to 
gently sloping and catchment areas are large with first-order watersheds occupying 5 km2. 
Water flow is dominated by rainfall and occasionally spring run-off, and rainfall occurs 
largely in June and early July (Smith et al., 2001).  
     We have modified ALMANAC and estimated growth parameters that provide simulations 
of the variation in forest growth over the life of a stand in dry, moist, productive and 
unproductive sites. One of the preferred methods to calculate evapotranspiration in forested 
environments is the Penmen-Monteith equation (Amthor et al., 2001), which requires good 
estimates of plant leaf area index (LAI), and canopy height. We bypassed the SWAT crop 
growth model and used the ALMANAC model predictions of canopy height and leaf area 
transferred to SWAT to simulate evapotranspiration using the Penmen-Monteith equation. 
The FORWARD study consists of 12 forested watersheds that have been gaged at least since 
2001, five of which have been more than 50% harvested during the winter of 2003-2004. The 
objective of this work will be to use SWAT with ALMANAC as the crop growth model to 
simulate the impacts of forest harvest on the hydrology in these watersheds. 
     Initial attempts to use ALMANAC to simulate forest growth suggested that modifications 
were required to certain aspects of the model’s equations to reproduce the variability of forest 
growth on the Boreal Plain. In this paper we describe equations integrated into the boreal 
forest version of the ALMANAC model (ALMANACBF) and demonstrate our initial results 
simulating the height and biomass of forested sites on the Boreal Plain as observed in data 
from Millar Western Forest Product’s permanent sample plot program. 
 
Material and Methods 
 
Calibration Data 
     A subset of data from Millar Western Forest Products permanent sample plots were used 
to refine the growth parameters for boreal forest trees in ALMANACBF. Permanent sample 
plots are forest inventory plots in which the number, height, and diameter at breast height 
(DBH) of all trees in a 400 m2 area are monitored. From these data sets, overstorey tree 
biomass was calculated with the use of allometric equations (Ter-Mikaelian et al., 1992) 
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that relate the DBH of 
a tree to the total and 
foliar biomass. The 
subset of PSP data 
consisted of pure 
stands and mixtures of 
deciduous trees (aspen, 
birch and balsam 
poplar), lodgepole 
pine, and black and 
white spruce. A 
summary of the basic 
characteristics of the 55 
sites is presented in 
Table 1. In addition to 
tree data, PSP data 
includes soil texture 
and drainage. The 
Alberta vegetation 
index (AVI) and 
ecosite maps of the 
areas were used to 
define the site index of 
the forest stand in 
which the PSP was 
established, and the 
ecosite phase of the 
site. 
  
Model Input 
     ALMANACBF 
simulates forest growth 
from the first year after 
forest disturbance. 
Each of the 55 PSP 
sites were treated as individual input files. Vegetation input for ALMANAC simulations 
consisted of the current percent cover of tree species identified in the PSP data, and estimates 
of the maximum percent covers of shrub, forb and grass species in the first 20 years after 
stand initiation. The percent cover of these competing species present at stand initiation were 
estimated based on statistical relationships between ecosite and vegetation cover developed 
specifically for the Millar Western FMA (Doyon and MacLeod, 2000). Soil input data 
consisted of the physical and chemical characteristics for the four dominant soil series from 
this region of Alberta, taken from the Alberta Soils Database (Knapik, 1983).  These were 
representative of the range of texture observed in the PSP data sets. Average monthly weather 
data were taken from a nearby Environment Canada weather station and were used to 
simulate a 180 year daily weather file.  
 
Simulation of the Calibration Data Set 
     A batch processing script was written that ran ALMANAC for each of the 55 input files 
representing the individual PSP sites. The radiation use efficiency (RUE), maximum leaf area 

Table 1. General characteristics of calibration data set broken 
down by age classes and site indices. 

Site Index Age Class  

Biomass       
(Mg ha-1)     
Ave.    
(Range) 

 
Height (m) 
Ave.               
(Range) 

 n 

<40  - -  - -  - 

40-50  
10
0 

(40-
120)  

14.
8 

(7.5-
19)  8 

50-70  80 
(20-
140)  

16.
0 

(7.5-
15)  4 

70-100  
18
1 

(150-
210)  

19.
6 

(8.5-
24)  5 

Good 

>100  
15
5 

(75-
240)  

19.
6 

(13-
27)  6 

          
<40  - -  - -  - 

40-50  
12
5 

(120-
130)  9.1 

(8.5-
9.5)  2 

50-70  
10
8 

(90-
130)  

11.
4 

(9.0-
14)  2 

70-100  
17
2 -  

23.
1 -  1 

Medium 
 
 

>100  
12
6 

(100-
175)  

18.
1 

(12-
25)  6 

          
<40  4 -  4.3 -  1 

40-50  87 
(80-
130)  7.9 

(5.0-
10)  8 

50-70  78 
(20-
160)  

10.
8 

(7.5-
15)  7 

70-100        0 

Fair 
 
  

>100  96 
(50-
130)  

17.
0 

(8.5-
28)  5 
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index (LAI) and empirical parameters used in the equations that describe the relationships 
between growth and heat unit accumulation (see Kiniry et al., 1992) for trees were modified 
to create the best fit relationship to the calibration data set. 
 
ALMANAC, Model Functions 
 
     The ALMANAC model is a modification of the EPIC model (Williams et al., 1983) and 
the crop growth equations are very similar to those in the current SWAT crop model.  
     ALMANAC was initially developed to simulate competition of weeds on crop yield and 
includes a simple light competition model to simulate reductions in biomass due to shading 
(Kiniry et al., 1992). ALMANAC uses Beer’s law (Monsi and Saeki, 1953) to simulate the 
photosynthetically active radiation (PAR) intercepted by the entire canopy,  

FRACTION PAR k LAIn n( ) exp= − ∗
⎛
⎝
⎜

⎞
⎠
⎟∑1

A to n

 

where FRACTION (PAR) refers to the fraction of PAR intercepted by the complete canopy, 
LAI n is the LAI of n species making up the canopy and k n is their light extinction 
coefficients as defined by Beer’s Law. 
     ALMANAC simulates light competition by calculating the RATIO of the total 
FRACTION of PAR that each species intercepts based on their height relative to the height of 
the entire plant canopy. For example, for species “A” of the canopy the RATIO of the total 
FRACTION of PAR is calculated as: 

( )
( )

RATIO
LAI k LAIHF

LAI k LAIHF
A

A A A A

n n n n

=
∗ ∗ − ∗

∗ ∗ − ∗∑

exp

exp

κ

κ
A to n

 

 
where RATIO refers to the relative proportion of PAR that species A intercepts, LAIn and kn 
are the same as above, LAIHFn is the value of the combined LAI above half the height of the 
species and κn is the extinction coefficient of the combined canopy above half the height of 
the species. The conceptual development of this equation is based on the work of Spitters and 
Aerts (1983). 
     These equations allow ALMANAC to distribute 
PAR among the different species of the canopy 
based on their relative height with the assumption 
that shorter species will be shaded by the taller 
species in the canopy.  The LAI and k values of 
each species are also accounted for in the 
partitioning of intercepted PAR among competing 
species. 
 
Modifications to ALMANAC for Boreal Forest 
Trees: Development of ALMANACBF 
 
     To simulate the development of mixed tree 
canopies of forest stands on the Boreal Plain, no 
changes were made to the fundamental model 
equations. However, it was necessary to make 
three changes to the model code to describe the 
variability in growth patterns observed across the 
Millar Western landbase on the Boreal Plain. 
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Figure 1A and 1B. The effect of factors 
(HBFACT and SDTOL) used in height 
reduction equations on potential height 
growth.
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Height Growth Reductions with Light Competition 
     ALMANAC was initially developed to simulate the competition between annual or 
perennial weeds and crops in homogenous fields. While, competition effects on height 
growth of weeds and crops is not an issue, in forest stands, accurate simulation of height 
growth and the reduction of height growth associated with shading by other species is 
important. The tree height growth equations follow a sigmoid curve.  We have incorporated a 
simple equation into ALMANAC that relates reductions in the RATIO of intercepted PAR to 
reductions in height growth. The equation is normalized for the percent occupancy of the 
canopy of a species to ensure that height reductions are only associated with differences in 
height between species. The calculation begins with a selection of the dominant shading 
species, i.e. that species that receives the greatest amount of PAR and whose height growth is 
not limited by other species occupying the canopy (HTMODMAX) 

HTMOD MAX HTMOD RATIO
LAI
LAIMAX

PC

PC
= = ∗

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟1 to n 1 to n

1 to n

 1 to n

100  

where HTMOD1 to n is the RATIO of PAR intercepted by species 1 to n  and normalized by 
the ratio of the maximum potential LAI of the species (LAIMAX) at 100% cover to the LAI at 
the percent cover defined by the user in the input file (LAIPC).  
 
Height growth of other species is reduced relative to the species that dominates the canopy 
identified as HTMODMAX  

HTINCR HTINCR
HTMOD

HTMOD SDTOLA n P n
MAX

HBFACT n

( ) ( ) *
*

( )

=
⎛

⎝
⎜

⎞

⎠
⎟(n)

(n)

 

where HTINCRA(n) is the actual daily height increment corrected for the effect of shading, 
HTINCRP(n) is the potential height increment calculated as a function of the ideal sigmoid 
height growth curve, HTMOD(n) and HTMODMAX are defined as above and SDTOL(n) and 
HBFACT(n) are species specific plant parameters that define how individual species react to 
shading. The factor HBFACT(n) accounts for the observation that reduced biomass associated 
with reduced PAR interception is not directly proportional to height growth to account for 
higher allocations of biomass to diameter growth (King, 2005). As HBFACT(n) increases 
species “n” will invest less biomass in height growth and more in diameter growth (Figure 
1A). The factor SDTOL(n) allows species “n” to tolerate a certain amount of shading without 
reducing height growth to account for species that maintain investment in height growth 
(Perry, 1994) when shaded, to the detriment of diameter growth (Figure 1B). As SDTOL(n) 
decreases species “n” will tolerate a certain amount of shading without reducing height 
growth (Figure 1B).   
 
Stem Number and Tree Allometrics 
     Tree growth in the original ALMANAC was focussed on light competition impacts on 
understorey perennials and annuals. Consequently, the differences between net primary 
production and gross primary production for trees were largely ignored, with the exception of 
estimates of annual leaf fall. We have incorporated a function into ALMANACBF that 
calculates annual foliar return (leaf fall) based on species allometry, and stem exclusion 
(stemfall) in the early stages of stand development. The function also accounts for variations 
in stem density with site indices1 that are based on local forest inventory yield tables.  
                                                 
1 Site index is a commonly used classification system that separates stands based on productivity. Vegetation 
indices for forest areas classify stands according to site index as good, medium, fair and poor. Site indices are 
calculated for each forest stand in as forest management area from aerial photos and are a part of vegetation 
indices that Foresters use to evaluate the productivity of their landbase. 
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Changes in stem number with stand maturity were incorporated into the model by fitting an 
exponential decay curve with a single species specific crop parameter to the Alberta Phase 3 
Forest Inventory.    

( )STMX YTS YTS f Y
Y YYTD

SCM
YTSn MAX n MIN n

n

n
MIN n( ) ( ) ( )

( )

( )
* ( )*exp

( )
= −

−⎛

⎝
⎜

⎞

⎠
⎟

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟ +  

where STMX(n)  is the maximum number of stems 
per hectare for species “n”, YTSMAX(n) is the 
maximum number of stems reported in yield tables, 
YTSMIN(n) is the minimum number of trees reported 
in yield tables, Y is the year after stand 
establishment, YYTD(n) is the first year that data is 
available in yield tables, and SCM(n) is a species 
specific crop parameter that defines the steepness of 
the exponential decrease in stem number after stand 
establishment. The ALMANACBF user enters the 
values for YTSMAX(n), YTSMIN(n),  and YYTD(n) as 
input taken directly from common forester’s yield 
tables that provide stem numbers for different site 
indices at different stand ages. The model will then 
calculate decreases in stem number with stand 
maturity that vary with changes in site index based on these inputs. For example, with pure 
aspen stands, a good site will be reduced from 10,000 stems per hectare at year 10 after stand 
initiation to 400 stems at 180 years, whereas a fair site will decrease from 40,000 stems to 
900 stems, respectively (Figure 2). 
 
In mixed stands the actual stem numbers (STMA(n)) for species “n” at any period during the 
development of the forest stand are modified based on the ratio of the actual calculated LAI 
and the maximum LAI at 100 percent cover (LAIPC100). 

STM STM
LAI

LAIA MAX
PC

PC
n( )
= ∗  ( n)

 (n)100

 

Once we have calculated number of stems in a 
given stand we can calculate tree mortality and 
loss of woody biomass due to tree mortality. 
First, we back-calculate an average DBH for the 
forest stand, using species specific allometric 
equations (Ter-Mikaelian 1993),  

DBH
AVB
ABCn

T
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where AVBT(n) is the average biomass per tree 
calculated as biomass per hectare and STMA(n) 
and ABC1 and ABC2 are coefficients used in 
allometric equations relating biomass to DBH. 
Foliar biomass can then be calculated using 
allometric equations from the calculated DBH. 
Net annual aboveground biomass (NPP) 
production can then be calculated by subtracting 
losses of annual foliar biomass (100% for deciduous plants, 30% for coniferous species) and 
annual stem loss from gross annual production (GPP). 
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Figure 3. Average changes in biomass 
production associated with changes in site 
index in simulated pure Aspen stands.
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( )NPP GPP FOL STMLY STM AVBn A n A n T n= − − −( ) *( ) ( ) ( )  
where STMLYA(n) is stem number from the previous year and STMA(n) and AVBT(n) are as 
defined above. 
 
Leaf Area Index, Relationships with Stem Density 
     A final modification to the ALMANAC code was required to account for differences in 
NPP that were observed on the landscape of the Boreal Plain. Some reductions in 
productivity may simply be related to stand structure. Other physiological models have 
accounted for decreases in NPP due to the increase in stem density (Landsberg and Waring, 
1997; Zhou et al., 2004). As stem density increased, the DBH and foliar biomass of 
individual trees decreased.  Consequently, as investment in foliar biomass decreased, LAI, 
total light interception, and biomass production was reduced. We incorporated these stand 
dynamics in a simplistic manner based on relative differences between stem density in good 
sites, versus medium and fair sites.  The model calculates stem density, DBH and foliar 
biomass for the defined site index as above and then in parallel calculates an optimum foliar 
biomass based on the “ideal” stem density (i.e. as if the site was classified as a good site).  

LAI LAI
BFOL
BFOLPCA n PC n

SI n

SIO n
( ) ( )

( )

( )
*=  

The actual leaf area index (LAIPCA) for species “n” used to calculate species growth is a 
function of the maximum potential LAIPC  at a given percent cover, reduced by the fraction of 
foliar biomass at the user defined site index (BFOLSI) over the optimum foliar biomass 
(BFOLSIO) in a good site at lower stem density and 
with higher DBH trees. Biomass in fair sites can be 
reduced by up to 30% compared to good sites, due 
to the simulated differences in investment of 
biomass between foliage and stems captured in this 
relationship (Figure 3). 
  
Results 
 
Biomass and Height in Permanent Sample Plot 
Data 
     Without the changes incorporated into 
ALMANACBF  the model overestimated tree 
biomass at combinations of RUE and LAI that 
would be considered reasonable for boreal forest 
conditions (between 1 and 2 g MJ-1 and 2 to 5 m2 m-

2, respectively) due to underestimates of annual 
stem and leaf fall. Furthermore, height growth did 
not vary from site to site. With the basic changes we 
incorporated into the model code, the model 
simulations of PSP data reproduced the difference in 
average biomass for different age classes and site 
indices reported in Table 1 with an r2 of 0.73 (Figure 
4A) and the average heights with an r2 of 0.83 
(Figure 4B).  When the observed and simulated 
biomass and height of all individual PSPs are 
compared the r2s are only 0.49 and 0.55, 
respectively (data not shown). The model does not 
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reproduce all the variability observed in the PSP data. However, it produced a reasonable 
reproduction of the average trends observed on the landscape at different stand ages and in 
different productivity classes (site indices). 
     There are many sources of error in such a 
simulation. A portion of the error is associated 
with input error. The competition that is occurring 
after stand initiation from grasses/forbs and shrubs 
is, at best, an estimate since we have no real data 
on the initial conditions of the stand. Also, the use 
of site indices that are estimated from aerial 
photos can lead to misinterpretations about the 
productivity of a site. Furthermore, we have not 
yet attempted to simulate the limitations on 
growth associated with nutrient limitations. 
Nonetheless, the fact that we were able to 
reproduce the general trends in biomass and height 
growth with limited input data is promising and 
the model is a measurable improvement over the 
current crop model in SWAT for simulating forest 
growth dynamics. 
 
 
SWAT-ALMANAC Interface 
     The objective of bypassing the SWAT crop 
growth model and using ALMANAC input data 
was to be able to reproduce changes in 
evapotranspiration when forests are disturbed. We 
have set up a 200 ha Boreal Plain watershed with 
three subbasins and simulated outflow for 15 years 
with SWAT using ALMANAC as the crop growth 
model. In one case, we simulated the watershed 
entirely covered with mature (65 year old) forest 
and in the second case with a complete harvest of 
one of the watershed’s subbasins using identical 
weather input.  In this example, we observed a 
decrease in peak outflow with the forest harvest of 
nearly 100% in year three after harvest increasing to about 25% of the original harvest in year 
15 (Figure 5). It is evident from this result that we are able to use ALMANAC as the SWAT 
crop growth model to create modifications in forest growth that can have measurable impacts 
on evapotranspiration.  
 
Conclusions and Continued Work 
 
     ALMANACBF has been modified to provide reasonable simulations of the variability in 
biomass and height of forest stands ranging from the age of 28 to greater than 100 years of 
age on the Boreal Plain. The model shows promise for simulating forest growth on the Boreal 
Plain. The parameters developed in the calibration routine will be verified against an 
independent data set from Millar Western’s PSP data. However, we have only begun to work 
with simulations of forest growth in the first 20 years. Other data sets will allow us to validate 
plant parameters for forbs, grasses and woody shrubs. Thus we will be able to reproduce the 
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relationships between the leaf area index, biomass, and evapotranspiration on sites 
immediately after forest harvest (the first 20 years) to provide estimates of the impacts of 
forest harvest on evapotranspiration. Furthermore, subroutines that are associated specifically 
with forest practices, such as herbicide application and thinning operations, must be 
incorporated into the model. 
     Modifications in evapotranspiration due to forest harvest can be simulated by transferring 
plant growth data from ALMANAC to SWAT. The interface between the two models must 
be further refined. In addition, there is a need to verify whether or not the soil water balance 
equations are providing similar estimates of soil water content and water stress on plants on a 
daily basis. Work will begin soon on simulation of the impacts of forest harvest on watershed 
hydrology in the FORWARD gaged watersheds. 
 
References 
 
Amthor, J.S., J.M. Chen, J.S. Clein, S.E. Frolking, M.L. Goulden, R.F. Grant, J.S. Kimball, 

A.W. King, A.D. McGuire, N.T. NIkolov, C.S. Potter, S. Wang and S.C. Wofsy. 2001. 
Boreal forest CO2 exchange and evapotranspiration predicted by nine ecosystem process 
models: Intermodal comparisons and relationships to field measurements. J. Geophys. 
Res. 106: 33623-33648. 

Doyon, F. and H.L. MacLeod. 2000. BAP Report #5 Special habitat element model 
development. Insitut Quebecois d’Amenagement de la Foret Feuillue St Andre, QC and 
KBM consultants, ThunderBay, ON, Canada. 

King, D. 2005. Linking tree form allocation and growth with an allometrically explicit model. 
Ecol. Model. 185: 77-91. 

Kiniry J.R., J.R. Williams, P.W. Gassman and P. Debaeke. 1992. A general process-oriented 
model for two competing plant species. Trans. ASAE 35: 801-810. 

Kiniry, J.R. 1998. Biomass accumulation and radiation use efficiency of honey mesquite and 
eastern red cedar. Biomass Bioenergy, 15: 467-473. 

Knapik, L.J. and J.D. Lindsay. 1983. Reconnaissance soil survey of the Iosequn Lake Area, 
Alberta. Report Umber 43, Alberta Research Council, Edmonton, AB. Canada. 

Landsberg, J.J. and R.H. Waring. 1997. A generalised model of forest productivity using 
simplified concepts of radiation use efficiency, carbon balance and partitioning. For. Ecol. 
Management. 95: 209-228. 

McKeown, R., Putz, G., Arnold, J. and Whitson, I. 2004. Streamflow modelling in a small 
forested watershed on the Canadian Boreal Plain using a modified version of  the soil and 
water assessment tool (SWAT). 1st Water and Environment Speciatly conference of the 
Canadian Society for Civil Engineering. Saskatoon, Canada, June 2-5 2004. 

Monsi, M. and T. Saeki. 1953. Uber den Lictfaktor in den Pflanzengesellschaften und sein 
Bedeutung fur die Stoffproduktion. Japan J. Bot. 14:22-52. 

Perry, D. 1994.  Forest Ecosystems. The Johns Hopkins University Press, Baltimore. 649 pp. 
Santhi, C., J.G. Arnold, J.R. Williams, W.A. Dugas and L. Hauck. 2001. Validation of the 

SWAT model on a large river basin with point and nonpoint sources. J. Amer. Water 
Resourc. Assoc. 37: 1169-1188. 

Spitters, C.J.T. and R. Aerts. 1983. Simulation of competition for light and water in crop-
weed associations. Aspects of Appl. Biol. 4: 467-483. 

Smith, D.W., E.E. Prepas, G. Putz, J.M. Burke, W.L. Meyer and I. Whitson. 2003. The forest 
watershed and riparian disturbance study: a multi-disciplinary initiative to evaluate and 
manage watershed disturbance on the Boreal Plain of Canada. J. Environ. Eng. Sci. 2: S1-
S13. 



3rd International SWAT Conference 

 141

Ter-Mikaelian, M.T. and M.D. Korzukhin. 1997. Biomass equations for sixty-five North 
American tree species. For. Ecol. Man. 97: 1-24. 

Watson, B.M. N. Coops, M. Ghafouri and S. Selvalingam. 2005. Simulating leaf area index 
of eucalyptus forest and pine plantations for a catchment-scale water balance model. 29th 
Hydrology and Water Resources Symposium. Feb 21-23, Canberra, Australia. 

Williams, J.R., Renard, K.G., and Dyke, P.T. 1983. A new method for assessing the effect of 
erosion on productivity—The EPIC model.  

Zhou, X., Peng, C  and Dang, Q. 2004. Assessing the generality and accuracy of the 
TRIPLEX model using in situ data of boreal forests in central Canada. Environ. Model 
Software 19: 35–46 

 
 
 
 
 
 
 
 
 
 
 
 



3rd International SWAT Conference 

 142

Integration of 3-PG into SWAT to Simulate the Growth of Evergreen Forests 
  
B.M. Watson1*, N. Coops2, S. Selvalingam1 and M. Ghafouri1 
1School of Engineering and Technology, Deakin University, Geelong, Victoria, Australia, 
3217. E-mail: bmwatson@deakin.edu.au 
2Department of Forest Resource Management, University of British Columbia, Vancouver, 
Canada. 
 
 
Abstract 
 
     SWAT cannot accurately simulate the seasonal fluctuations or the long-term trend of the 
Leaf Area Index (LAI) of evergreen forests.  This deficiency has detrimental impacts for the 
prediction of interception and transpiration, two processes that have a significant influence on 
catchment water yield.  This paper details the integration of the forest growth model 3-PG 
with SWAT to improve the simulation of LAI for evergreen forests.  The integrated model, 
called SWAT/3-PG, was applied to the Woady Yaloak River Catchment in southern Australia 
where eucalyptus forests and pine plantations account for 30% of the total land use.  
SWAT/3-PG simulated the LAI of eucalypts and pines more accurately and realistically than 
the original version of SWAT.  Forest LAI simulated by SWAT/3-PG agreed reasonably well 
with estimates of forest LAI derived independently from a Landsat satellite image.  SWAT/3-
PG has considerable value as a tool that managers can utilise to predict the impacts of land 
use change in catchments where evergreen forests are prevalent. 
 
Introduction 
  
     SWAT is a hydrologic model than can be used to predict the long-term impacts of land 
use change on the water balance and water quality of large scale catchments.  It is a powerful 
tool that is utilised by numerous catchment management authorities around the world to 
manage land and water resources at a regional scale.  SWAT is becoming increasingly 
popular in Australia with numerous applications of the model reported recently.  One of the 
main reasons for the growing popularity of SWAT is that very few large scale catchment 
models have been developed in Australia for predictive purposes.  There is an urgent need for 
catchment management authorities to have access to tools that will enable them to predict the 
impacts of impending land use changes.  SWAT is regarded by many to be a suitable model 
that can fill the void. 
     Watson et al. (2003) identified a deficiency with the vegetation growth component of 
SWAT from an application of the model to the Woady Yaloak River Catchment in southern 
Australia.  They found that the leaf area index (LAI) and biomass of mature eucalyptus and 
pine trees was not simulated accurately.  Figure 1 shows the LAI and biomass of the 
eucalyptus trees growing in subcatchment 1 of the Woady Yaloak River Catchment as 
simulated by SWAT.  It can be observed that the LAI and biomass of the eucalyptus trees 
fluctuates significantly on an annual basis.  These patterns in LAI and biomass are totally 
unrealistic and do not accurately represent the long-term trends normally associated with 
these types of trees.  Several SWAT users in Australia and overseas have reported to the first 
author through personal communications that they have encountered the same problem. 
 



3rd International SWAT Conference 

 143

0

2

4

6

8

Year

LA
I

1978 19881986198419821980

(a)

             
0

50

100

150

200

Year

B
io

m
as

s 
(t/

ha
)

1978 19881986198419821980

(b)

 
 
Figure 1(a)-(b). LAI and biomass of eucalyptus trees as simulated by SWAT. 
 
     The cause of these fluctuations is attributed to the model forcing all trees, regardless of the 
species, to go dormant for several months of the year in response to shortened day length.  
Dormancy is a mechanism that definitely needs to be accounted for in explaining the growth 
of deciduous trees.  However, this is not the case for evergreen trees because they do not lose 
all their leaves every autumn and they do not enter a prolonged dormant period in winter.  
When the dormancy mechanism in the model was deactivated for the trees, it was found that 
the large fluctuations were no longer a problem.  However the long-term trend in LAI 
normally associated with eucalypts and pines was still not reproduced adequately. 
     SWAT utilises a single plant growth model to simulate a variety of vegetation types 
including pasture, crops, and trees.  The plant growth model used in SWAT is a simplified 
version of the EPIC (Williams, 1995) plant growth model, which was originally developed to 
simulate the growth of annual and perennial crops.  The model was later used to predict the 
growth of pine trees (Williams, 1995) but it would appear that no significant modifications 
were made to the model to accommodate its extension from crops to trees.  Therefore, tree 
growth is seemingly differentiated from crop growth simply by the utilisation of a different 
set of parameters.  In SWAT, phenological plant development is based on daily accumulated 
heat units.  This theory postulates that plants have heat requirements that can be quantified 
and linked to the time it takes to reach maturity.  The heat unit approach has been in use for 
over two centuries and has been applied by researchers to a wide variety of plants (Wang, 
1960).  There are also a number of tree growth models that involve some use of the heat unit 
theory (Schenk, 1996).  It should be noted that there are significant differences between these 
tree growth models and the plant growth module of SWAT.  Wang (1960) remarked that “the 
heat unit system has been widely adopted because of its value in satisfying practical needs, 
rather than for its accuracy or its theoretical soundness.”  In fact, utilisation of the heat unit 
theory in plant growth models has been severely criticised for a variety of reasons (see 
Schenk, 1996).  It is unlikely that the current plant growth module of SWAT could be used to 
accurately predict the growth of evergreen forests.  It is undoubtedly a complex issue which 
needs to be reviewed in the near future. 
     The realistic long-term, large scale spatio-temporal characterisation of LAI is of great 
importance in studies concerning land use change and its effect on hydrology (Watson, 
1999).  The processes of interception and transpiration, both of which play a key role in 
catchment hydrology, are highly dependant on LAI (Vertessy, 2001).  Therefore, the inability 
of SWAT to correctly simulate the LAI of evergreen forests has serious implications for its 
application to Australian catchments.  Large eucalypt and pine plantations are expected to be 
established across Australia in the coming decades to prevent further degradation of land and 
water resources.  The results from an application of SWAT to predict the impacts arising 
from these changed conditions would have to be reviewed with extreme caution, otherwise 
erroneous conclusions may be reached and as a consequence the management strategies to be 
implemented could be seriously flawed.  Given that catchment managers in Australia are 
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expected to rely heavily on SWAT for routine planning and decision making in the future, it 
is vital that LAI be predicted with sufficient accuracy.  Harris (2003) stated “in an 
environment of massive degradation it is very important that we get our basic assumptions 
and tools correct.”  After careful consideration, it was concluded that it would be more 
practical to integrate a soundly based, well-established and technically supported forest 
growth model into SWAT instead of modifying the existing plant growth module to simulate 
the growth of evergreen forests more accurately.  The latter option would have been a very 
difficult, expensive, and time consuming task.  This paper describes the integration of the 
forest growth model 3-PG (Physiological Principles in Predicting Growth) (Landsberg & 
Warring, 1997) with SWAT. 
 
Description of 3-PG 
 
     3-PG is a dynamic, process-based model of forest growth that predicts the net 
photosynthesis by forest stands on a monthly basis using climate, soil, and management 
factors.  The model utilises a number of simple relationships derived from earlier research 
that allows process-based calculations to estimate forest growth in terms of a few variables 
(Coops and Waring, 2001).  3-PG is a generalized stand model which means applications of 
the model are not restricted to a particular site or a single species.  It can be applied to 
plantations and even-aged, relatively homogenous forests.  The parameters required by the 
model are related to tree physiology and can be derived from field measurements or the 
literature.  The input data required are mean monthly values of maximum and minimum 
temperature, rainfall, solar radiation, and vapour pressure deficit as well as estimates of the 
soil storage capacity and soil fertility.  3-PG can be run for a nominated period of years using 
long-term monthly averages or monthly data for each year.  Figure 2 shows the LAI and 
biomass of the eucalyptus forest in subcatchment 1 of the Woady Yaloak River Catchment as 
simulated by 3-PG using long-term average climate data.  The seasonal fluctuations in LAI 
can be clearly observed, as can the long-term trend.  It should be noted that these patterns in 
LAI are also observed for pine trees. 
     The model is essentially comprised of a set of calculations that lead to biomass values and 
another set that then distribute the biomass to the leaves, roots, and stems (Kirschbaum et al., 
2001).  Gross primary production in 3-PG is the product of the canopy quantum efficiency 
coefficient and the utilisable absorbed photosynthetically active radiation, which is obtained 
through the reduction of the absorbed photosynthetically active radiation by an amount 
determined by a series of modifiers.  The modifiers reflect the constraints imposed on the 
utilisation of absorbed radiation by leaves of the canopy due to stomatal closure caused by 
high atmospheric pressure deficits, changes in soil water content, the effects of sub-freezing 
temperature, and stand age (Landsberg & Waring, 1997). 
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Figure 2(a)-(b). Long-term LAI and biomass of eucalypts simulated by 3-PG. 
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     Research has shown that the ratio of net to gross primary production is relatively constant 
(0.45 ± 0.05) for a wide variety of forests, including deciduous hardwoods and evergreen 
conifers (Landsberg & Waring, 1997).  This simplifying assumption eliminates the need to 
calculate respiration.  Net primary production, which is the net amount of carbon converted to 
biomass, is then partitioned into root and above ground biomass.  The amount of carbon 
allocated to the roots below ground is estimated using a simple relationship derived from 
information in the literature on root growth and turnover while the amount of carbon 
allocated between the foliage and stems is determined using a procedure based on allometric 
ratios (Landsberg & Waring, 1997).  The model accounts for the effects of nutrition on the 
amount of carbon allocated to the roots, with less carbon being allocated to the roots of trees 
on fertile sites.  3-PG uses a procedure based on the -3/2 power law and stem growth rates to 
compute changes in stem populations (self-thinning) (Landsberg & Waring, 1997).  Litterfall 
and the decline in forest growth rates due to age have also been incorporated into the model. 
     Although there are numerous process-based models available, most have limited practical 
value to forest managers and can only be used for research purposes.  According to 
Landsberg & Waring (1997), the reason for this is “the calculation of forest growth from 
physiological processes is complicated and has necessarily involved the use of detailed, 
multi-variable models that generally require a great deal of information and careful 
parameterisation before they can be run.”  In contrast, 3-PG is considerably less complex than 
most other process-based models, yet it is soundly based on a number of well-established 
physiological principles and biophysical processes.  Therefore, the model is of considerable 
value to practitioners involved in the management of forests and plantations as well as to 
scientists who can use it as a research tool.  3-PG has been widely evaluated in Australia as 
well as in other countries such as the USA, Canada, China, Brazil, South Africa, and the U.K. 
 
Incorporation of 3-PG into SWAT 
 
     3-PG is a public domain model so the source code, which is written in Visual Basic, is 
freely available.  The source code was converted from Visual Basic into Fortran90 and 
incorporated into SWAT as a separate subroutine.  It is important to note that SWAT was 
operated on a daily time-step whereas a monthly time-step was utilised for 3-PG.  Although 
versions of 3-PG that operate on a daily time-step have been developed (M. Battaglia, CSIRO 
FFP, personal communication, 2004), extreme caution needs to be exercised with their use 
because the assumptions and coefficients pertaining to 3-PG are relevant at a monthly time 
scale.  Therefore, retaining the monthly time-step for 3-PG in SWAT was regarded to be a 
compulsory measure.  Although there may be scaling issues associated with this arrangement, 
it was not considered critical because the LAI and biomass of evergreen forests can be 
predicted more accurately by the integration of 3-PG into SWAT than by using the original 
plant growth module in SWAT.  Sophocleous & Perkins (2000) were confronted with the 
same issue when they integrated the groundwater model MODFLOW into SWAT.  SWAT 
was operated on a daily time-step, whereas MODFLOW was utilised on a monthly time-step.  
They reported that “ideally, streamflow and ground-water movement should be calculated 
with the same time-step because of their interactions.”  However, due to computational 
constraints, a monthly time-step was utilised for MODFLOW simulations.  Although they 
acknowledged that using a monthly time-step to represent groundwater processes was a 
limitation, they did not consider it critical because the integrated model allowed the seasonal 
variation of watertable levels and recharge to be predicted over a period of several years with 
sufficiently greater accuracy than what could be achieved with the original version of SWAT.  
In light of this, it was deemed adequate to use a monthly time-step for 3-PG in SWAT. 
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     On the first day of every month, the 3-PG subroutine was called to compute the LAI and 
biomass for the HRUs comprised of eucalypts and pines.  The value of the LAI and biomass 
calculated on the first day of the month was assumed to be constant for the rest of the month.  
This assumption is quite reasonable given that fluctuations in LAI and biomass of eucalyptus 
and pine trees are minimal from one month to the next (see Figure 2).  For the first month of 
the simulation period, initial values had to be assigned for several site factors including the 
initial number of stems, stand age, and the biomass of the foliage, stems, and roots. 
     One of the modifiers utilised by 3-PG to reduce the absorbed photosynthetically active 
radiation is the soil water modifier.  The equation used to calculate this variable requires the 
ratio between the soil water content and the storage capacity of the soil to be known (referred 
to here as the moisture ratio).  The original 3-PG model employs a simple monthly water 
balance model to compute the soil water content.  It does not explicitly account for the soil 
water content of the individual horizons in the soil profile.  Instead the soil profile is simply 
treated as a single layer.  In contrast, SWAT computes the soil water content for the 
individual horizons in the profile.  In the integrated model, the soil water content calculated 
for each horizon by SWAT was summed to give the total soil water content of the profile, 
which was then used to compute the soil water modifier for the 3-PG component.  The 
average soil water content of the previous month was used to calculate the soil water 
modifier.  It is possible to utilise the value of the soil water content on the same day that the 
3-PG subroutine is activated.  However, it was found that when this approach was 
implemented, the occurrence of large rainfall events towards the end of the month could raise 
the soil water content substantially, which would cause larger than expected LAI and biomass 
values to be computed in the following month.  Apart from the fact that using the average soil 
water content of the previous month returned better results, this approach is also more 
consistent with the original 3-PG model because the modifiers used to calculate the utilisable 
radiation are applied to monthly averages (Landsberg & Waring, 1997). 
 
Study Area 
 
     The Woady Yaloak River Catchment is located in southwest Victoria, Australia.  Human 
activities such as gold mining and agriculture are largely responsible for the massive 
environmental degradation observed today.  A remedial measure that has been proposed to 
prevent further degradation is the widespread planting of trees in the worse affected areas of 
the catchment.  The consequences of this could be devastating because the Woady Yaloak 
River Catchment is home to more than 200 farmers and is a significant contributor to 
Australia's agricultural output.  Native eucalyptus forests and commercial pine plantations 
account for more than 30% of the total land use at the present time.  Given that they cover 
almost one-third of the catchment, the forests and plantations undoubtedly play an important 
role in the overall water balance of the study area. 
     Numerous eucalyptus species are found in the native forests of the Woady Yaloak River 
Catchment.  Basic information on the distribution of species within the forests is given in 
DSE (2004a), with nearly all forests being comprised of more than one species.  3-PG does 
not permit the growth of multiple species to be modelled within the same plot, nor does 
SWAT allow HRUs to be comprised of more than one species.  In most of the native forests 
across the study area, Eucalyptus obliqua is the dominant species.  For simplicity it was 
assumed all native forests were comprised of E. obliqua.  The exact age of the eucalyptus 
forests in the study area is largely unknown, although DSE (2004b) have classified most as 
mature (DSE, 2004b).  The eucalyptus trees were estimated to be approximately 70 years old 
from field observations.  The pine plantations, comprised mainly of Pinus radiata, were 
established in the mid 1960s (LCC, 1980).  It was assumed they were all established in 1965. 
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Setup and Calibration of SWAT/3-PG 
 
     The Woady Yaloak River Catchment was discretised into 29 subcatchments and 92 HRUs.  
The number of HRUs identified as eucalyptus and pine were 10 and two, respectively.  A 
threshold level of 10% was used to define the land use and soils of the HRUs.  SWAT/3-PG 
was calibrated and validated for the periods 1978-1989 and 1990-2001, respectively.  The 
model was calibrated against streamflow recorded at the two gauging stations located along 
the river: Pitfield (306 km2) and Cressy (1157 km2).  The 3-PG component was parameterised 
for E. obliqua and P. radiata by using parameter values supplied by the CSIRO. 
  
Remote Sensing Data 
 
     In recent years, the use of remote sensing to estimate the LAI of forests has become 
widespread because it is a relatively simple and cost-effective method.  A number of studies 
have reported good correlations between ground-based measurements of LAI and estimates 
of LAI derived from satellite images (for example Coops et al., 1997).  Estimates of LAI for 
the study area were derived from a Landsat 7 ETM Path Image taken in January 2001.  Using 
bands 4 and 5, which are the near infrared (NIR) and red (R) wavelengths of the 
electromagnetic spectrum, an image of Normalised Difference Vegetation Index (NDVI) was 
calculated.  LAI was estimated directly from NDVI using a predictive regression relationship 
(Coops et al., 1997).  The LAI derived from the resultant image at several sites across the 
catchment were compared to the LAI predicted by SWAT/3-PG in January 2001. 
 
Results and Discussion 
 
     Figure 3 shows the LAI and biomass of the eucalypts and pines growing in subcatchment 
1 simulated by SWAT-3PG and the original 3-PG model for the calibration period.  The LAI 
and biomass simulated by SWAT/3-PG was in good agreement with the LAI and biomass 
simulated by 3-PG.  Due to the integration of 3-PG into SWAT, the predicted LAI and 
biomass of the forests is clearly more realistic than the LAI and biomass produced by the 
original SWAT plant growth module (see Figure 1).  The large disparity between the LAI and 
biomass of the eucalypts and pines is attributed to the significant age difference 
(approximately 35 years) between the two tree types. 
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Figure 3(a)-(b). Simulated LAI and biomass of eucalypts and pines in subcatchment 1. 
 
     The slight differences between the LAI and biomass simulated by SWAT/3-PG and 3-PG 
are attributed to the different soil water balance components of the two models.  The 
utilisation of different soil water balance components leads to variations in the soil water 
content simulated by the models over time.  Any variations in the soil water content will 
result in different values for the soil water modifier being computed.  Therefore, the absorbed 
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photosynthetically active radiation will not be reduced by the same quantity in the case of 
each model.  As discussed earlier, the moisture ratio is determined from the soil water 
content.  The discrepancy between the moisture ratios simulated by the two models over time 
is shown in Figure 4.  It is evident that the moisture ratio simulated by SWAT/3-PG varies 
considerably from that simulated by 3-PG.  The long-term trend indicates that the moisture 
ratio is highest in winter and lowest in summer.  This is not surprising because prolonged 
rainfall over the winter months replenishes the soil water which is then depleted over the hot, 
dry summer months.  3-PG has a tendency to produce higher values for the moisture ratio in 
winter.  However, it is in summer that the greatest discrepancies exist.  Values for the 
moisture ratio predicted by SWAT/3-PG in summer are considerably lower than those 
predicted by 3-PG. 
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Figure 4(a)-(b). Simulated moisture ratio for eucalypts and pines growing in 
subcatchment 1. 
 
     For six sites across the study area, an average value of LAI was determined from the 
image of computed LAI.  The six sites, which were several square kilometres in area, were 
selected from subcatchments that had large tracts of native forests or plantations growing in 
them.  In each of those subcatchments, HRUs had been created with either eucalypts or pines 
as the land use.  One hundred values of LAI were obtained from the image at each of the six 
sites, with each value of LAI corresponding to the value of one pixel (100 m x 100 m).  
Selection of the values was a random procedure and therefore somewhat subjective.  Care 
was taken to ensure low LAI readings, which in all likelihood corresponded to cleared areas 
or thin stands which are not representative of the surrounding forest, were not selected and 
included in the analysis.  Inclusion of these low readings would result in the LAI of a site 
being underestimated.  Presented in Figure 5 are ‘box and whisker’ plots of the statistics for 
the LAI derived from the Landsat satellite image.  The plots present the mean, 25 and 75 
percentiles, and the range (maximum and minimum) of the 100 values of LAI selected at 
each site.  Also presented in Figure 5 are the values of LAI predicted by SWAT/3-PG in 
January 2001 from the subcatchments in which the six sites were selected. 
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Figure 5. ‘Box and whisker’ plots of statistics for LAI derived from Landsat satellite 
image and LAI predicted by SWAT/3-PG.                                                
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     Figure 5 reveals that there is considerable spread in LAI at each of the six sites analysed.  
However, the LAI predicted by SWAT/3-PG fell within the 25 and 75 percentiles of the LAI 
derived from the Landsat image at five out of the six sites.  The LAI predicted by SWAT/3-
PG was just above the 75 percentile at site 3.  Differences between the simulated LAI and the 
mean LAI estimated from the satellite image ranged from 6% to 19% across the six sites.  It 
is acknowledged that this analysis involving the LAI derived from the remote sensing image 
is somewhat crude compared to other analyses reported in the literature (e.g. Coops et al., 
1997), but given the financial and time constraints imposed on this project little else could be 
done.  It is highly recommended that a more detailed study of this nature be conducted in the 
future for the study area. 
     Soil evaporation, transpiration, and canopy evaporation are the three main components of 
evapotranspiration (Vertessy, 2001). The annual values for each component as predicted by 
SWAT/3-PG are shown in Figure 6 for the eucalypts in subcatchment 1 over the calibration 
period.  Transpiration is the largest component accounting for 71.2% of the total amount of 
evapotranspiration over the calibration period.  For the same period, soil evaporation and 
canopy evaporation comprised 13.5 and 15.3%, respectively, of the total amount of 
evapotranspiration.  White et al. (2002) have shown that more water is lost through 
transpiration from eucalyptus stands than through soil evaporation and canopy interception.  
They measured the canopy evaporation, transpiration, and soil evaporation from a tree belt in 
Western Australia, which contained five different species of eucalypts, for one year.  It was 
found that transpiration accounted for 73.9% of the total amount of evapotranspiration over 
this period, whereas canopy evaporation and soil evaporation accounted for 17.0 and 9.1%, 
respectively. 
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Figure 6.  Annual soil evaporation, canopy evaporation, and transpiration from 
eucalypts in subcatchment 1.  
 
     The observed and predicted hydrographs for the annual and monthly runoff at Cressy are 
shown in Figure 7 for the calibration period.  The performance of SWAT/3-PG for predicting 
annual runoff was exceptionally good.  It is important to note that the model has accounted 
for the considerable variability in runoff on an annual time scale.  Very good results were 
also achieved for monthly predictions, with the model capturing the seasonal trends 
extremely well. 
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Figure 7(a)-(b). Observed and predicted hydrographs for annual and monthly runoff at 
Cressy. 
 
     This study has shown that the integration of 3-PG into SWAT has lead to considerable 
improvements in the simulation of LAI and biomass for the native eucalyptus forests and 
commercial pine plantations in the Woady Yaloak River Catchment.  Given the demonstrated 
suitability of 3-PG for simulating the growth of forests in Australia, the integrated model 
described in this paper, SWAT/3-PG, has the potential to be applied to other catchments in 
Australia where eucalypts and pines comprise a significant proportion of the total land use.  
SWAT/3-PG also has value as a practical tool for forest managers who may need to consider 
the impacts of forestry activities on runoff, groundwater recharge, and evapotranspiration.   
This cannot be achieved by the stand-alone version of 3-PG at the current time due to the 
very simple water balance component embedded in its formulation.  SWAT/3-PG is not 
limited to applications in Australia, but can be applied to catchments around the world where 
evergreen forests are found.  It is important to remember that SWAT/3-PG is not a 
universally applicable model because 3-PG cannot be used to simulate the growth of 
deciduous forests.  Although 3-PG has been applied to diverse forest types (see Coops and 
Waring, 2001), there are still many species that have yet to be assigned parameter values.  
However, in these circumstances it would be sufficient to adopt values from a similar species, 
particularly since improved estimates of LAI can be achieved from using SWAT/3-PG over 
SWAT.  The fact that 3-PG cannot handle mixed-species forest stands is not considered to be 
a limitation at the present time because almost every forest growth model currently available 
cannot simulate the growth of plots containing more than one species (Schenk, 1996).  It is 
also important to point out that there are several disadvantages associated with the integration 
of 3-PG with SWAT.  These include an increase in model complexity, greater data 
requirements, and the need for a more experienced user.  However, it is felt that these 
disadvantages are outweighed by the main advantage of the integrated model, which is the 
ability to provide accurate and reliable predictions of LAI and biomass for evergreen forests. 
 
Conclusions 
 
     The original version of SWAT is not able to simulate the long-term trend of LAI and 
biomass for eucalyptus and pine trees adequately.  3-PG, which is a process-based, forest 
growth model, was integrated with SWAT to overcome this deficiency.  SWAT/3-PG was 
shown to predict the LAI and biomass of the evergreen forests in the Woady Yaloak River 
Catchment more accurately than the original version of SWAT.  The LAI and biomass 
predicted by SWAT/3-PG compared well with the LAI and biomass simulated by the original 
3-PG model.  It was also shown that forest LAI modelled by SWAT/3-PG compared well to 
forest LAI derived from a Landsat satellite image.  LAI needs to be predicted with sufficient 
accuracy because transpiration and interception, two processes that have a significant 
influence on catchment water yield, are highly dependent on LAI.  SWAT/3-PG is able to 
provide reliable estimates of LAI for long periods of time, which means it can be used with 
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greater confidence than SWAT as a tool for making management decisions in catchments 
where evergreen forests occupy large areas of land.  The results from this preliminary 
application of SWAT/3-PG are very promising and warrant further research be carried out to 
further evaluate and test the model.  In general, it is strongly recommended that extensive 
research be conducted in the near future on forest growth in SWAT, given the widespread 
occurrence of evergreen forests in many regions of the world.  However, this does not imply 
that the integrated model described in this paper, SWAT/3-PG, should be the sole focus of 
any future research efforts. 
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A User Friendly Multi-catchments Tool for the SWAT Model 
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Abstract 
 
     A software system to manage SWAT results (bsb.dbf and rch.dbf) has been developed on 
a multi-catchment scale. Regions such as Sardinia, Sicily, Portugal, etc. are, in fact, 
characterized by a large variety of ecosystems within complex catchments. The AVS2000 
interface deals with one watershed at a time, but the aggregation of SWAT results for 
adjacent basins may be necessary for an integrated water resources management. To achieve 
this goal, an ArcView extension, called multi-catch.avx, has been developed.  
     The extension allows the user to select the subbasins within the basins under investigation 
and obtain statistical reports of the model output, from the rch and bsb tables, in the form of 
charts, statistics, and maps. The tool helps water managers in the demanding problem of 
water management by automating the post-processing operation when dealing with many 
catchments within a region. Multi-catch.avx uses the bsb and rch files of all the projects and 
dynamically permits temporal and spatial analysis at the widest scale and helps to create 
maps in the ArcView environment. A project view is created where all the watersheds under 
study are displayed along with their subbasins. The user can dynamically visualize and 
analyze the spatial distribution of a chosen model output for all the active subbasins within 
the given basin, at a monthly or yearly time-step. Moreover, the bsb file of each project is 
aggregated to represent the whole basin under study and statistical indicators such as mean, 
standard deviation, etc. are calculated. The newly developed ArcView extension has been 
utilized to map and analyze 15 Swat projects within the Sardinian Region. 
 
 
Introduction 
 
     Water resources management is a complex task in regions where no natural hydraulic 
connection between streams exists. Each watershed in such a region must be analyzed 
separately. Still, water resources management must deal with the hydrological systems as a 
whole. SWAT has demonstrated its potential in analyzing the water cycle and the related 
hydrologic fluxes at the catchment scale, but only one watershed at a time can be simulated. 
The result of each simulation is printed in a general form (at a daily, monthly or yearly time-
step), letting the user decide how to treat the results, which statistics to generate, etc. To get a 
global view of the entire system and the results obtained for various catchments would 
require the user to post-process the results from the individual SWAT projects. We therefore 
developed a new ArcView extension called multi-catch.avx to enable SWAT users to make 
concurrent comparisons of different hydrological fluxes of the water budget for multiple 
SWAT projects. This will be extremely important when, within a region, a large number of 
watersheds are modeled and all watersheds must be analyzed together in order to identify 
critical situations within the entire system.  
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ArcView Extension Description 
 
     The development of the multi-catch.avx extension addresses two issues: 1) how to deal 
with situations when multiple catchments are present and need to be analyzed, and 2) how to 
organize the SWAT results for optimum use by water managers. 
     The multi-catch.avx (version 1) has been developed in the Avenue programming language, 
and incorporates an external program, called Extract_results.pl, written in Perl 
(www.perl.org). The Perl script, dedicated to the treatment of the bsb SWAT output, uses the 
following algorithms:   
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where Xbasin is the value of the specific parameter (precipitation, evapotranspiration, etc.) 
aggregated at the basin scale, Xs is the value of the corresponding parameter for the active 
subbasin s, As is the area of the subbasin, Atot is the total area of investigation, and N is the 
total number of active subbasins.  
     Extract_results.pl enables the user to merge the monthly results on a yearly basis. The 
program needs the Perl environment to be installed (ActivePerl, with XBase and DBD-XBase 
modules).  The ArcView extension can be loaded directly in ArcView 3.1 or later versions.  
After the file multi-catch.avx is copied in the ARCVIEW EXT32 directory, it can be loaded 
in an ArcView project from the File drop down menu, selecting Extensions and Multi-
catchments Swat Extension. The multi-catchment tool is visible within the Project, View, and 
Table sessions. The multi-catch.avx works with the bsb files contained in the directory 
\scenarios\default\tablesout and the shapefiles contained in \watershed\shapes of each SWAT 
project (Figure 1). To make the extension work, it is necessary for the user to set an 
environment variable having the value of the directory where all the SWAT projects are 
located. The results created by the multi-catch.avx extension are automatically placed in the 
same directory.   
     The tool works in 4 phases: 

1) The user chooses the SWAT projects to be analyzed via the command Load basin 
(Figure 2). Once the projects are chosen, the waters and watersub shapefiles are 
loaded from the projects directory (\watershed\shapes) in a View, along with the 
associated bsb and rch tables. 

2) The user can choose which subbasins of each basin should be considered active, so 
that all the statistics will refer only to these subbasins. This is achieved by creating 
two tables (define_bsb.dbf and bsb.refer.dbf) that the user can modify in order to:  

a) Select which subbasins must be considered active in terms of contribution to 
the water balance by clicking the extension command and then Modify active 
subbasins. If the user skips this command, all the subbasins are considered 
active.  

b) Choose or later modify which parameters are significant for the statistics by 
clicking the extension command and then Modify active parameters. By 
default, the active parameters are PreCiPitation, Snowmelt, Potential 
EvapoTranpiration, EvapoTranspiration, Water YieLD, Sediment YieLD, 
ORGanic Nitrogen, ORGanic Phosphorous, and NO3 in SURface runoff.  

3) The user can now run the Perl program and load the results into the project. In this 
phase the following operations are performed: 

a) For each project two files are created (Project_name_monthly and 
Project_name_yearly). They have the same format as the bsb table.  



3rd International SWAT Conference 

 155

b) The monthly table is then reorganized and saved in a new table, where the 
years are in rows and the monthly values are in columns. This is important to 
show the hydrological regime and to design water management plans. This 
phase is quite time consuming because of the computational time needed to 
transpose tables.  

c) The active subbasins are merged and one polygon is created. A new shapefile 
is then created where each feature (one polygon) represents a basin.  

4) The user is asked to choose which statistics should be calculated. The results are 
displayed in the active View as a new theme, and a graduated legend is created.  

 
The user can select the time period for statistical evaluation and the required statistical 
measures such as mean, standard deviation, 25th percentile, or 75th percentile (Figure 3). 

 
 

 
Figure 1. The ArcView multi-catch.avx uses the geographical information (watershed 
and subbasin) and the bsb tables to calculate statistics and create maps. 
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Figure 2. Through simple interfaces the user can choose the basins and the subbasins to 
be analyzed.  

 
  

 
 
 

Figure 3. (A) The user can choose the parameters to be evaluated and (B) the time 
period to be analyzed.  Note: For the yearly time resolution the user can choose one year 
(e.g. 2050) or a range of years (e.g. from 2030 to 2050).  (C) For the monthly time 
resolution the user can choose which months to analyze. (D) Finally, the user can choose 
the statistical measures of interest. 
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Application of the Extension 
 
     In 2002, a consortium made up of CRS4, TEI, PROGEMISA, and NAUTILUS was 
created for a three-year project called “Piano di Tutela delle Acque” (PTA). One of the main 
focuses of the project was the development of a multisectorial, integrated, and operational 
Decision Support System (DSS) for the sustainable use of water resources at the catchment 
scale. A more detailed description of the PTA can be found in the article “A Decision 
Support System based on the SWAT model for the Sardinian Water Authorities” (P. Cau and 
E. Lorrai). The multi-catch.avx program has been used in the PTA to analyze and map the 
SWAT results.  The main catchments of the island (15 basins) have been analyzed to gain an 
overview of the spatial distribution of the water cycle components of the whole system 
(Figure 4). In the following example, all of the subbasins were considered active. The 
parameters under investigation are precipitation, potential evapotranspiration, and water 
yield.  
 
 

 
Figure 4.  Application of the multi-catch.avx to a real case. The active subbasins (left) 
and the spatial distribution of the average water yield normalized by rainfall (right) for 
the time period from 1922-1992 are shown.  

 

Conclusions 
 
     The ArcView extension multi-catch.avx has been developed to facilitate water resources 
management in complex regions where a wide variety of watersheds are investigated. 
Currently, SWAT only allows users to analyze independent watersheds separately. Still, 
water resources management should treat the hydrological systems as a whole. The 
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procedures implemented in multi-catch.avx make use of the bsb, rch tables, and watershed 
and subbasin shapefiles to allow for a more dynamic spatial analysis at the regional scale.  In 
addition, maps can be visualized in the ArcView environment. Future versions will enforce 
spatial analysis at the subbasin scale.  
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Baseflow and Storage of Landscape Units in Medium to Large River Basins 

 
 
Martin Volk, Peter M. Allen, Jeffrey G. Arnold, Pei-Yu Chen 
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Abstract 
 
     A principle of a new HRU concept for SWAT is based on the integration of basic and most 
significant spatial landscape units characterized by different hydrological properties and 
functions. Delineation of these units requires their reproducible description by easily obtained 
physical parameters and indicators. The authors suggest a method based on (i) the delineation of 
the basic units valley floors, hill slopes, and ridge top areas from a DEM, (ii) the calculation of 
terrain-based parameters in the basin area, total channel length, drainage density, slope angle, 
hypsometric integral and climate index, and (iii) verification of the hydrological significance of 
the spatial response units by comparing observations of their hydrological characteristics by 
automated baseflow separation and recession analysis of streamflow data. These data have been 
compiled in 49 gauge-related subbasins of different sizes (< 50 to 23,000 km²) in relation to 
landscape units, geology, basin relief, land use, and soil conditions. A macro model was 
developed on the basis of the strongest correlated parameters (basin area, channel length, climate 
index, baseflow index, drainage density, and percent proportion of valley floors) to predict 
storage by using these six variables. The test of the model showed the best suitability for 
subbasins >300 km2 in size and indicated scale-specific significance and change of the 
controlling factors for storage. Next, different methods are used to quantify the storage volume 
of the landscape units, especially for valley floors, which is important for an accurate description 
in the model. The studies are essential for characterizing response units on larger scales, and 
represent the basis for an improved spatial description of hydrology and transport processes for 
river basin management by modifying the HRU concept in SWAT.  
 
Introduction 
 
     The spatial description of basin hydrology and nutrient transport processes in SWAT (Arnold 
et al., 1998) is presently realized by summarizing the flows from overlaid soil and land use 
patches in subbasins with averaged slope angles. Current and future river basin management 
requires a more spatially distributed description of these processes to enable land use 
management as a process-controlling factor to realize a sound river basin management (Volk and 
Steinhardt, 2001). Many concepts, with different degrees of complexity, have been developed in 
river basin modelling to aggregate units with similar hydrologic behaviour (Hydrological 
Response Units, Flügel and Staudenrausch, 1999). Knowledge about the significant controlling 
factors for hydrological processes and functions is needed on different spatio-temporal scales to 
delineate such response units (Lacey and Grayson, 1998). This requires a sound description of 
the characteristics by using physically-based parameters and indicators, but also more simplified 
solutions even on larger scales. Beside the use of indices, this study also includes a method to 
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delineate three basic landscape units, valley floors, hill slopes, and ridge top areas, in order to 
investigate their importance on the hydrological processes at the concerned scale-levels.  
Our hypothesis is that storage is both a product of the basin morphology as well as basin 
geology. In addition, the control exerted by the landscape on the baseflow system varies with 
watershed size and potential moisture availability. Large basins show linear behaviour, 
integrating many storage factors, while smaller basins tend to behave in a non-linear fashion, 
with increasing significance of single hydrologic controls.  
     The watershed morphology in this study is analyzed in the following way; (i) terrain-based 
parameters such as basin area, slope angle, total channel length, drainage density, and 
hypsometric integral as well as the climate index, are analyzed for the entire watershed, and (ii) 
the watershed landscape is then delineated into three basic units, valley floors, hill slopes and 
ridge top areas, from a DEM for a more detailed delineation of watershed function. These 
watershed descriptors are then compared with observations of the hydrological characteristics of 
baseflow as derived from automated recession analysis of streamflow data and subsurface 
storage calculation in the different river basins. Next, a correlation analysis shows the main 
relations between storage and the proportion of the landscape units of the basin and the 
morphometric parameters. As a result, the authors develop a model based on a regression 
analysis that allows the calculation of the storage under different landscape conditions. Finally, 
different methods are used to quantify the storage volume of the landscape units especially for 
valley floors, which is important for an accurate description in the model. The studies are 
essential for investigating the significance of storage and other hydrological functions of 
landscape units on larger scales and represent the base for improved river basin management by 
modifying the HRU concept in SWAT. 
 
Controlling Factors of Baseflow and Storage on Different Scales 
     Following the theory that different physical processes may dominate at different scales 
(Dooge, 1989; Lacey and Grayson, 1998), work has to be done to define the dominating factors 
on the different scale levels, which also may differ in various climate and topographic zones 
(Wooldridge and Kalma 2001). This is also needed in order to find linkages between process 
descriptions at the hill slope and watershed scales (Sivapalan, 2003). By knowing the relevant 
process-influencing factors on each spatio-temporal level, measures to prevent environmental 
impairments by land use or use of the natural filter and storage capabilities of the landscape 
(especially floodplains) could be planned and implemented more effectively. This study tries to 
find the impact of catchment-related terrain and climate metrics and indices as well as geology-
land use distributions on baseflow and storage in a large river basin and its subbasins. The study 
also includes a new approach to relating delineated landscape units to the hydrological 
characteristics to prove the idea of a process-based HRU concept. 
 
Study Area 
 
     The Saale River Basin (Central Germany) is located in Central Germany. The basin can be 
subdivided in three sub-regions, the Pleistocene lowlands, the loess sub-region, and the 
mountainous sub-region. The length of the river is about 320 km. Precipitation varies from 500 
mm in the dry loess areas to 1,200 mm in the forested mountain regions. Figure 1 shows the 
location of the river basin in Germany, including the gauges used and the main geological units. 
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Figure 1. Location of the Saale River Basin in Germany and its 16 gauge-related subbasins 
(left). The map on the right shows the location of 49 gauges of the main tributaries with the 
main geological units: A = northwestern and southeastern loess region, B = Harz 
mountains, C = Thuringian Basin and uplands, D = Thuringian Mountains, Fichtelgebirge 
and Vogtland Mountains, E = Erzgebirge Mountains. 
 
Methods 
 
Delineation of the Landscape Units and Validation 
     Landscape units or landscape positions are important hydrologic, geomorphic, and 
environmental features. Distinguishing between hill slopes and valley bottoms, for instance, is 
necessary because of the substantial differences in hydrological processes (surface and sub-
surface flow and storage) and related transport mechanisms for sediments and nutrients between 
the two landforms (Gallant and Dowling, 2003). The slope position method (USDA Forest 
Service, 1999) has been selected as a useful method to delineate the landscape units, where the 
slope position of a cell is its relative position between the valley floor and the ridge top. 
Downhill and uphill flow accumulation values greater than user specified limits are used to 
identify valleys and ridges, respectively. A detailed description of the method is given in Volk et 
al. (2005). Slope position is calculated for the cells in the output grid as the elevation of each cell 
relative to the elevation of the valley that the cell flows down to and the ridge it flows up to 
(vertical distance z). This is presented as a ratio, ranging from 0 (valley floor) to 100 (ridge top). 
However, the selection of the threshold values and the validation of the delineated landscape 
units represent a general problem (Gallant and Dowling, 2003). Thus, several calculations for the 
study area with different sizes have been carried out to find the threshold values and optimal 
value range for valley floors, hill slope areas, and ridge tops that represent the data resolution and 
the terrain conditions of the study area (Volk et al., 2005). The results have been compared and 
proved by calculated topographic factors, relief amplitude, and soil maps. The delineated valley 
floors are shown in Figure 2. 
 
 
 
Calculation of Terrain Based Metrics and Dimensionless Indices 
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     Terrain-based metrics and dimensionless indices are used to describe physical characteristics 
and process-controlling factors of river basins (Dowling et al., 1998; Hurtrez et al., 1999; Layson 
and Grayson, 1998). For this study, we have calculated the metrics and indices listed in Table 1. 
  
Table 1. Calculated terrain based metrics and dimensionless indices. 
Basin area 
Slope angle 
Drainage density                 (Dd = total channel length / basin area) 
Hypsometric Integral           (Int = (Elevmean – Elevmin) / (Elevmax – Elevmin)) 
Climate Index                      (CI = rainfall / PET) 
Mean Soil Available Water Capacity (AWC) 
Baseflow Index                    (BI = baseflow / streamflow) 
 
 
Baseflow Separation and Recession Analysis 
     Automated baseflow separation and recession analysis techniques have been applied to the 
streamflow data to derive information about the baseflow contribution and the recession constant 
(α) and thus the storage of the basins (Arnold and Allen, 1999). The recession constant α is 
calculated as an indicator for transmissivity and storage of the aquifer. The alpha factor is a 
direct index of the intensity with which the baseflow drainage rate responds to changes in the 
recharge. It is directly related to the permeability and thickness of the aquifer and inversely 
related to aquifer storage and length of the flow path to the stream. While “alpha” shows the 
slope of the recession curve, baseflow days describe the time it takes for the baseflow recession 
to pass through one log cycle. Thus, a low number of baseflow days indicate a rapid drainage 
and/or little storage, whereas a high number of baseflow days indicate slow drainage and/or high 
storage. Though “alpha” and baseflow days indicate the same item (alpha = 2.3*(1/BFD), 
baseflow days have been chosen for the further analysis for a clearer presentation. 
 
Correlation Analysis 
     Linear regression analysis has been carried out to investigate the relationships between 
baseflow and storage to the proportion of the landscape units and the used metrics and indices 
statistically. A clear trend of an increasing storage capability (increasing number of baseflow 
days and percentage of baseflow contribution, expressed with the baseflow index) with 
increasing basin size can be observed. Drainage density, average slope angle, and hypsometric 
integral are similarly shown to decrease downstream. The relative increase in proportion of 
valleys and decreasing proportion of hill slopes fits in well with this result. Decreasing slope 
angles, drainage densities, and hypsometric integrals of the following upstream basins indicate 
plateau-like terrain conditions in the southern portions of the river basin. The southern 
mountainous parts of the basin show partly-permeable weathering gravel, locally supporting high 
baseflow contribution to the streamflow. 
     Multiple correlation analysis showed a ranking of the relationships between baseflow days 
and a combination, and strongly correlated variables. As a result of the multiple regression 
analysis, the following macro model is developed that describes storage of the basin by using the 
most significant parameters (Equation 1): 
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BFD = 32.36 + 0.011 * A + (-0.020) * L + (-39.40) * CI + 71.15 * BI + 21.41 * Dd + 0.56 * VF    (1) 
 
where A is the area of the basin, L is the total channel length, CI is the climate index, BI is the 
baseflow index, Dd is the drainage density and VF is the area of the valley floor.  
     The comparison of predicted and calculated baseflow days using the 16 gauges of the River 
Saale showed a very high correlation (r² = 0.93) and thus confirms the significance of the 
selected variables. High deviations are observed with the subbasins in the uplands with low 
storage capability. The regression indicates that the continuity of groundwater flow in the basin 
is a function of basin area, length, overland flow distance, and valley width, or more simply, a 
function of hill slope length and valley width integrated over the basin. The model has been 
successfully applied with 49 other gauges in different geological units of the basin (Figure 1, and 
Volk et al., 2005). In our recent studies we have worked on the use of maximum baseflow (Qmax) 
and the recession constant “alpha” to quantify landscape storage. 
 
Quantification of Landscape-Specific Water Storage on Different Scale Levels 
 
     The relevance of the delineated landscape units for the process behavior of watersheds and 
subbasins can be shown by demonstrating the relationship between water storage and delineated 
landscape units. One should assume that hill slopes are areas of recharge and valleys are areas of 
discharge to the stream. Since the regression equations indicate that baseflow is related to valley 
storage, then one must establish a relationship between floodplain and valley dimensions and 
baseflow storage. Here, water storage is calculated for the valley landscape unit using two 
different methods.  
 
The Valley Cross Profile Level: A Numerical Approach to Calculating Bank Storage 
     Large scale calculations have to be proved on a smaller scale. Thus, we used a numerical 
approach (Whiting & Pomeranets, 1997) to calculate bank storage at three valley cross profiles 
of the Saale River (Figure 2). 
 

 
Figure 2. Delineated valley floors and location of the considered cross profiles in the Saale 
River Basin. 
 
     The valley cross profiles are located at the gauges Naumburg-Grochlitz and 15.3 km south of 
it, at the gauge Saaleck (Saale River). The third profile lies at the gauge Halle-Trotha (70 river- 
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km North of Naumburg –Grochlitz). The floodplain width has been estimated from the results of 
the delineation of the landscape units using the slope position method. The recession parameter 
(B) below is a floodplain width – channel width ratio. It is expressed as (Equation 2): 
 
  B = 2L/W    (2) 
 
where 2L is the distance between valley sides at the level of the floodplain and W is the channel 
width (Whiting & Pomeranets, 1997). Thus, the large values below for α are the result of the 
wide, flat floodplains at the sites of the profiles in comparison to the relatively narrow channels 
(Table 2). 
 
Table 2. River channel and valley geometries of the selected sections. 
Profile River-

km 
Max. 
channel 
depth [m]

Average 
channel 
depth [m] 

Channel 
width 
[m] 

Valley width 
(delineated) 
[m] 

Recession 
parameter 
(B) 

Halle-Trotha 88.5 3.36 1.95 54.26 1,520 28 
Naumburg-Gr. 158.5 4.23 3.55 43.49 1,005 23 
Saaleck 173. 3.00 2.26 42.66 740 17 

 
Maximum bank storage has been calculated by using the equation provided by Whiting & 
Pomeranets (1997) (Equation 3): 
 
  Vs = Sy YW (B – 1 + (Y / w tanβ)    (3) 
 
where Sy is the Specific Yield, Y is the difference in elevation streambottom and banktop, β is 
the bank angle, and W is the bankfull channel width. Bank angle is assumed to be 2. 
     Specific Yield is estimated by using a regression equation provided by the U.S. Department 
of the Interior (1978). The equation uses saturated hydraulic conductivity of the soil (K) as an 
input variable. The results of calculations of the Specific Yield (Sy) for the floodplain soils of the 
gauge related subbasins of Halle-Trotha (Sy = 6.5% (fraction 0.065)), Naumburg-Grochlitz (Sy = 
5.7% (fraction 0.057)) and Saaleck (Sy = 7.1% (fraction 0.071) are in the range of sandy clays to 
silt (Johnson, 1967), and thus represent the conditions of the area quite well. 
     The following results (Table 3) were obtained from the calculations of the maximum storage 
(Vs) by using Equation 3 (Whiting & Pomeranets, 1997).  
 
Table 3. Bank storage of the selected valley sections. 
Profile Equation Vs (m³/m channel) 
Halle-Trotha 0.0654 * 3.36 * 54.26 * (28 – 1 + (3.36 / 54.26 * 2)) 323.4 
Naumburg-
Grochlitz 

0.057 * 4.23 * 43.49 * (23 – 1 + (4.23 / 43.49 * 2) 232.7 

Saaleck 0.071 * 3.00 * 42.66 * (17 – 1 + (3.00 / 42.66*2)) 146.7 
 
     The high bank storage values are a result of the wide valleys, relatively small channels, and 
mostly silty-clay soils. The calculated maximum storage volumes of Halle-Trotha and 
Naumburg-Grochlitz have been multiplied by the distance to the next upstream gauge in order to 
estimate the floodplain storage of both valley sections (distance Naumburg-Grochlitz: 70 km, 
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distance Naumburg-Grochlitz and Saaleck: 15.3 km). By assuming the same valley width from 
the profiles for the entire valley section (multiplying distance in m by floodplain width), results 
in a floodplain area of 106.4 km2 for the section between Halle and Naumburg and 15.7 km2 for 
the area of the floodplain between Naumburg and Saaleck. The results of the described storage 
calculation are shown in Table 4.  
 
 

Table 4. Water storage of the valley sections, derived by multiplying the results of 
the bank storage calculation [m³/m channel] with the distance between the gauges. 

Valley section Area 
[km²] 

Storage volume 
[m³] 

Halle - Naumburg 106.4  22,638,000 
Naumburg – Saaleck 15.7 3,560,310 

 
The Floodplain Storage Level 
     This method simply assumes that the storage volume can be described by floodplain area, soil 
depth, and specific yield. In order to compare the water storage, resulting from the multiplied 
river cross profiles, with our large-scale floodplain storage estimations, the valley sections of 
interest need to been selected from our delineated valley floors by using GIS operations. The 
comparison between the area sizes of the valley sections derived from the multiplied river cross 
profiles, and the sections that have been delineated by GIS, showed 3.9% for the Halle-
Naumburg section, and only 1.9% for the Naumburg section, and thus verified the results of the 
delineation. The selected valley areas have been intersected with the soil map of Germany (scale 
1:1,000,000, BGR, 1995). Saturated hydrologic conductivity (K) was extracted from the map and 
related to the area. Specific Yield was then calculated by again using the above mentioned 
regression equation: Halle-Trotha, Sy = 6.5% (fraction 0.065) and Naumburg-Grochlitz, Sy = 
5.7% (fraction 0.057). The estimation of the required floodplain depths or hydrological effective 
soil depth is a problem and becomes even more critical on large scales due to the lack of 
sufficient soil information. Thus, an empirical approach has been applied by using the following 
Equation (4) to estimate floodplain depth (Allen and Arnold, 1994): 
 
  Floodplain depth (ft.) = 0.3287 * Q 0.34 * (RI 0.142)    (4) 
 
where Q is the streamflow at bankfull depth in cubic feet per second (cfs) and RI is the 
recurrence interval in years. One ft. corresponds to 0.3048 m and 35.31467 cfs corresponds to 1 
m³/s. 
     The estimation of the floodplain depth has been carried out on the example of the three 
selected river cross profiles. Streamflow (Q) at bankfull depth is derived from official 
hydrological records (STAU 1994). Floodplain depth is assumed here to be the hydrological 
effective soil depth. After investigating the streamflow records in detail, and according to Haase 
et al. (2000) and Jordan & Weder (1995), the resulting floodplain depths using a recurrence 
interval of 25 years have been assumed to be most realistic for the region (Table 5).  
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Table 5. Estimated floodplain depths using a recurrence interval of 25 years. 
Estimated  floodplain depth 
[m] 

Gauge Bankfull 
river stage 
[cm] 

Bankfull Streamflow 
[m³/s] 

(Recurrence Interval: 25 
years) 

Halle-Trotha 336 200 3.22 
Naumburg-Grochlitz 423 215 3.30 
Saaleck 300 166 3.02 
 
Floodplain storage volume (VFP ) was also calculated by using the following simple Equation 
(5): 
 
  VFP = Floodplain area * floodplain depth * Specific Yield   (5) 
 
The results of the calculation are presented in Table 6.  
 

Table 6. Estimated floodplain storage using a simple approach based on floodplain 
area, soil depth, and specific yield. 

Valley section Area [km²] Storage volume 
[m³] 

Halle - Naumburg 110.5  23,483,460 
Naumburg – Saaleck 15.4 2,953,170 

 
 
Comparison of the Results 
     The comparison of the results (converted in mm) for both methods (Table 7) shows that for 
the larger valley section, Halle to Naumburg, values are similar, with a very slight deviation of 
0.1%. The higher deviations at the Naumburg – Saaleck section might be caused by the much 
smaller area, where single and local special factors and conditions have much more impact on 
the storage behaviour. The used relative coarse soil data and the derived soil depth might not be 
fully representative of these special conditions. In consideration of the coarse and simple 
approach that we used for the large-scale estimation, the results are satisfactory.  
 

Table 7. Comparison of the storage volume calculation using a numerical method 
and a simple approach on the basis of area, soil depth, and specific yield. 
Valley section Storage “Profile” 

[mm] 
Storage “Floodplain 
Area” [mm] 

Deviation 
[%] 

Halle - Naumburg 212.8 212.5 0.1 
Naumburg – Saaleck 231.2 188.1 18.6 

 
Conclusions 
 
     This study illustrates the interrelationships of baseflow response with basin size, total channel 
length, climate index, baseflow index, drainage density, and valley floor for a large-scale river 
basin and its gauge-related subbasins. The relationship between floodplain (valley floor unit) and 



3rd International SWAT Conference 

 167

valley dimensions and baseflow storage has been established by water storage calculations using 
two different methods.  
     The results confirm, in general, the statements of Marani et al. (2001) and Zecharias and 
Brutsaert (1988) concerning the significance of valleys and drainage density for controlling 
baseflow and storage. However, in contrast to Marani et al. (2001), this study shows drainage 
density to have a significant correlation to the baseflow days. The calculated morphometric and 
hydrologic parameters and the predicted baseflow days for the gauge-related subbasins showed 
the best results for the larger basins, and thus showed a quasi-linear behavior (see also Sjodin et 
al., 2001). The integrating functions controlling baseflow response or storage is, in this case, best 
represented and averaged by basin size, drainage density, and proportion of the basin occupied 
by valley floors for basins over 300 km2.  
     Lacey and Grayson (1998) found no correlation between baseflow and basin size for 
watersheds up to 100 km2. This leads us to the assumption that, with decreasing basin size, the 
significance of individual subbasin-specific factors becomes more important. These factors were 
not represented by our combination of six variables. This study used a baseflow separation and 
recession analysis technique that assumes a priori, a linear baseflow recession. In this regard, the 
best results were achieved with this method within the larger basins. Thus, we are planning 
comparative studies in basins of different size and characteristics with our method and non-linear 
methods such as BNL (Wittenberg, 1999) in order to optimize the application of such methods. 
Additionally, future work will include the development of methods for a ruled-based delineation 
of the landscape units. Also, comparative analyses using the automated “multiresolution index of 
valley bottom flatness” (MRVBF) by Gallant and Dowling (2003) and other methods, in addition 
to the applied “Slope position” method are planned. The presented method will be applied to 
study areas of different sizes with hydrologic instrumentation in order to (i) find the transitions 
between linearity and non-linearity, (ii) specify the storage behavior, and (iii) to better quantify 
the landscape-specific storage. The results will be used for the new, more catchment-related, 
HRU concept of SWAT. Current plans for the routing of water from one landscape unit to 
another include streamorder-based cascading systems, among others. 
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Abstract 

 
Due to the complex structure of model input and output files, watershed models are in 

need of a flexible interface for model calibration, sensitivity analysis, and uncertainty 
analysis. As there are many systems analysis programs (SAP) in use, an interface based on a 
generic platform enabling easy coupling of a watershed model to any SAP is highly 
desirable. The suggested interface for the hydrologic model, Soil and Water Assessment 
Tool (SWAT), uses the concept of “parameter identifiers” where the initial parameter values 
are spatially scaled either locally within each subbasin, or regionally according to soil 
hydrological group, soil texture, or land use category. This interface opens the opportunity 
for the application of a large class of model investigation techniques. In this paper, the 
concepts underlying this interface are discussed and a simple application demonstrates its 
use in the Chaohe Basin in northern China. The freely available interface should be useful 
for all SWAT users, and the description of the underlying concepts could stimulate similar 
developments for other watershed simulation programs. 

 
Introduction 
 

Mechanistic watershed models (such as SWAT) that account for hydrologic processes 
such as rainfall, runoff, evaporation, infiltration, redistribution, and aquifer and river flows 
need a large amount of input data. The main data needs consist of information about climate, 
topography, surface structure, soil, aquifer, landuse, and land management. Most of these 
input data are available only at certain points in the catchment and have to be extrapolated to 
larger land units or subbasins. This requires extrapolating the point measurements to spatially 
averaged precipitation intensities, surface roughness factors and soil properties, and 
extrapolating sample information about land management to the whole catchment. This 
cannot be done without a calibration procedure that takes into account the point 
measurements, but fine tunes the parameters to obtain a good model fit. Measurements often 
used for model calibration include discharge at basin outlets, water levels in aquifers, lakes 
and reservoirs, sediment loads, and water quality indicators such as nitrate or phosphate 
concentrations. Using various measurements to calibrate a model would generally lead to a 
model with larger applicability.  

There are significant methodological problems associated with such a calibration 
procedure (Duan et al., 2002). A major problem is that a large number of parameters need to 
be estimated with data from a relatively small number of gauging stations. This leads to the 
non-uniqueness of effective model parameters which can be associated with a flat objective 
function in a certain direction in parameter space or with the existence of multiple local 
minima with similarly good values of the objective function. These problems have been 
addressed on the one hand by global optimization algorithms (Duan et al., 1992) and multiple 
criteria optimization strategies (Gupta et al., 2002) and, on the other hand, by procedures that 
search for adequate parameter sets or parameter regions instead of a single optimum value 
(Beven and Binley, 1992; Vrugt et al., 2002, Abbaspour et al., 2004). 
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As a consequence of these methodological problems, there is not a single, best procedure 
that could apply to all watershed model calibrations. This makes the availability of different 
calibration procedures for the same model and data set beneficial. As uncertainty in the 
conceptual model is always a serious concern, application of different calibration procedures 
to different watershed models or different aggregation levels of a model could help to identify 
the adequate level of aggregation for a certain problem. Such a multi-calibration study would, 
therefore, profit significantly from a standard interface between simulation programs and 
systems analysis programs (SAP). Such an interface was recently proposed (Reichert, 2005a) 
and implemented in the systems analysis program UNCSIM (Reichert, 2005b; 
http://www.uncsim.eawag.ch) and the inverse modelling routine SUFI-2 (Abbaspsour et al., 
2004). This collection of systems analysis techniques is very useful, but it would be 
beneficial if more algorithms would become available in an implementation that supports this 
interface. 

It is the goal of this paper to discuss the specific requirements of an interface between 
watershed models and systems analysis tools and to describe the concepts underlying an 
implementation of such an interface (SWAT_SA_Interface) for the Soil and Water 
Assessment Tool (SWAT) model (Arnold et al., 1998; http://www.brc.tamus.edu/swat). This 
is a widely used simulation program for hydrological and water quality modelling at the 
catchment scale. 
 
SWAT_SA_Interface 
1. Requirements of a system analysis interface for watershed models  

Automated model calibration requires that the uncertain model parameters are 
systematically changed, the model is run, and the required outputs (corresponding to 
measured data) are extracted from the model output files. The main function of a system 
analysis interface is to provide a link between the input/output of a SAP and a model. The 
simplest way of handling the file exchange is through text file formats. A schematic of the 
SWAT_SA_Interface is illustrated in Figure 1. The SWAT_SA_Interface consists of two 
executable programs “sw_edit” and “sw_extract” (Figure 1). The SAP generates values for 
the uncertain model parameters (or parameter identifiers as explained later) and writes them 
to the file “model.in”. The “sw_edit” program places these values (according to the 
specification of the identifiers) in the model’s input files, and after running the SWAT model, 
“sw_extract” extracts the required simulation results from the SWAT output files and writes 
them to the file “model.out”. This file is subsequently read by the SAP, new parameters are 
generated, and the procedure continues until a satisfactory model simulation is reached. 
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Figure 1. Schematic of information and procedures in the SWAT_SA_Interface 
program. 
 
2. Overview of the SWAT simulation program 

SWAT (Arnold et al., 1998) is a watershed simulation model that was originally 
developed by the US Department of Agriculture. SWAT solves water balances in hydrologic 
response units (HRUs) which are defined by unique landuse – soil type combinations within 
subbasins of the watershed. For each HRU the water balance is calculated considering 
precipitation, evapotranspiration, runoff, infiltration, interflow, and percolation into a shallow 
aquifer. River flow is routed downstream to the outlet of the watershed. The current version 
of SWAT (SWAT 2000) is linked to ArcView GIS (ESRI, http://www.esri.com) in order to 
facilitate handling of input and output. SWAT also has a water quality component describing 
transport of sediment, and transport and transformation of nutrients and pesticides. Running 
SWAT is based on a three-step procedure: 

1. In the first step, an ArcView GIS interface of SWAT (AVSWAT) is used to delineate 
subbasins from digital elevation data, and then generate HRUs within each subbasin 
by overlaying the soil and land use maps. As a final step, AVSWAT produces a large 
number of input text files. The content of these input text files and their 
correspondence with spatial levels are summarized in Table 1. 

2. In the second step, the FORTRAN program “swat2000” reads these text input files, 
performs the simulation, and writes text output files. 

3. ArcView-SWAT (AVSWAT) provides limited post processing capabilities and other 
programs must be used for output manipulation and display. 

After the initial setup of a SWAT project, the text file-based project can be run and 
analyzed independent of the AVSWAT interface. This text file-based project provides the 
easiest access for the implementation of an interface with systems analysis programs. 

 
3. Text input and output files 

There are three levels of SWAT input files: basin, subbasin, and HRU level input files. 
Basin level input files are used to specify model definitions and parameters valid for the 
whole watershed. Subbasin level inputs are used to specify values at the subbasin levels. The 
parameters in the HRU level apply to all HRUs in different subbasins. Table 1 also lists the 
type, name, and level of each file. There are additional input files, not relevant to calibration, 
which are not mentioned here. 

There are several types of output data. These include output data at the outlets of 
subbasins (such as discharge time series), output data from within the subbasins (such as 

sw edit 

swat2000 

backup dir 

model.in 

SWAT inputs 

SWAT outputs 

model.out 

sw extract 

<Systems Analysis Program>
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ground water level), output data from HRUs (such as precipitation), and summaries of the 
input and output data (such as precipitation and sediment loads).  

 
Table 1. Example of the file types, file levels and corresponding parameter information. 
File type Level Description  

.bsn  Basin level Basin input file, with parameters used for the whole basin, such 
as snowmelt factor. 

.wwq Basin level Watershed water quality input file with parameters used by the 
QUAL2E model applied in the main channels. 

.crp Basin level Land cover / plant growth database file with plant growth 
parameters for all land covers simulated in the watershed. 

.rte Subbasin level Main channel routing input file with parameters governing 
water and sediment movement in the main channel of the sub-
basin. 

.sub Subbasin level Subbasin input file with information related to features within 
the subbasin, such as properties of tributary channels. 

.swq Subbasin level Stream water quality input file with parameters used to model 
pesticide and nutrient transformations in the main channel 

.wgn Subbasin level Weather generator input file with the statistical data needed to 
generate representative daily climate data for the subbasin. 

.wus Subbasin level Water use input file with information for consumptive water 
use in the subbasin. 

.chm HRU level Soil chemical input file with information about initial nutrient 
and pesticide levels of the soil in the HRU. 

.hru HRU level HRU input file with information related to a diversity of 
features within the HRU, such as parameters affecting surface 
water flow. 

.mgt HRU level Management input file with management scenarios simulated. 

.sol HRU level Soil input file with parameters about the physical 
characteristics  

 
4. Specification of uncertain parameters using parameter identifiers 

In SWAT, the HRU is the smallest unit of spatial disaggregation. As a watershed is 
divided into HRUs based on elevation, soil, and land use, a distributed parameter such as 
hydraulic conductivity can potentially be defined for each HRU. An analyst is, hence, 
confronted with the difficult task of collecting or estimating a large number of input 
parameters, which are usually not available. An alternative approach for the estimation of 
distributed parameters is calibrating a single global modification term that can scale the initial 
estimates by a multiplicative, or an additive term. This leads to the proposed parameter 
identifiers. 

An important consideration for applying parameter identifiers is that the changes made to 
the parameters should have physical meanings and should reflect physical factors such as soil, 
landuse, elevation, etc. Therefore, the following scheme is suggested for the parameter 
identifiers: 

 
 
 
 



3rd International SWAT Conference 

 173

x__<parname>.<ext>__<hydrogrp>__<soltext>__<landuse>__<subbsn> 
 
where x = Code to indicate the type of change to be applied to the parameter: 

               v – means the existing parameter value is be replaced by the given value,  
               a – means the given value is added to the existing parameter value, and 
               r– means the existing parameter value is multiplied by (1 + the given value); 
       <parname> = SWAT parameter name; 
       <ext> = SWAT file extension code for the file containing the parameter; 
       <hydrogrp> = soil hydrological group (‘A’, ‘B’, ‘C’ or ‘D’); 
       <soltext> = soil texture; 
       <landuse> = name of the landuse category; 
       <subbsn> = subbasin number or crop index. When <parname> describes a parameter 

that is applied at the subbasin or HRU level, this code represents the 
number or combination of numbers of subbasins; when <ext> is “crp”, 
it represents a crop index or combination of crop indices.  

 
Any combination of the above factors can be used to describe a parameter identifier. If 

the parameters are used globally, the identifiers <hydrogrp>, <soltext>, <landuse>, and 
<subbsn> can be omitted. The presented encoding scheme allows the user to make distributed 
parameters dependent on important influential factors such as: hydrological group, soil 
texture, and landuse. The parameters can be kept regionally constant to modify a prior spatial 
pattern, or be changed globally. This gives the analyst more freedom in selecting the 
complexity of a distributed parameter. By using this flexibility, a calibration process can be 
started with a small number of parameters that only modify a given spatial pattern with more 
complexity and regional resolution added in a stepwise learning process. 

The program “sw_edit” in the SWAT_SA_Interface implements the above scheme. The 
program can easily be linked to any calibration program with components shown in Figure 1. 
The file “model.in” contains a list of parameter identifiers to be estimated, “backup dir” is a 
directory containing SWAT input files with the prior model parameters, “SWAT inputs” are 
the modified SWAT input files, “SWAT2000” is the SWAT execution program, “SWAT 
outputs” are the SWAT output files, “sw_extract” extracts the required (compatible with 
measurements) data from the SWAT output files, and finally, “model.out” is the output file of 
the “sw_extract” program containing a set of data that can be compared with the 
measurements. 

 
5. SWAT_SA_Interface implementation 

There are a large number of SWAT model parameters distributed over a large number of 
input files. The number of files increases as the watershed disaggregation into subbasin, and 
consequently the number of HRUs increases. To make the process of modifying input files 
efficient, this interface was implemented in C++. In a first step, a library of classes 
corresponding to the input files listed in Table 1 was built. The common functions for reading 
and writing parameter values from and to the text files are declared in a base class 
(CBaseParaFile) and implemented in the file-type specific classes. The functions for reading 
the output files are implemented in a separate class (CMethodSet). This leads to the class 
hierarchy described in Table 2 and shown in Figure 2. 

 
 
 
 



3rd International SWAT Conference 

 174

Table 2. Declared and implemented methods of the classes for modifying/extracting the 
SWAT input/output files. 

Class Description Declared methods 
not yet realized  

Realized methods 

CMethodSet common functions 
and, extracting 
SWAT information 
outputs 

 - Procedure for common functions  
- Procedure for collecting general 
SWAT project information  

- Procedures for extracting SWAT 
outputs 

CBaseParaFile Base class for swat 
input files 

- Procedure for 
reading a 
parameter  

- Procedure for 
changing a 
parameter 

- Procedure for retrieving file 
name, getting or checking the 
range of a given parameter 

CBasinBSNFile 
CCropFile 
CHruHRUFile 
… 
CSubSUBFile 

- Related to .bsn 
- Related to crop.dat 
- Related to .hru 
… 
- Related to .sub 

 - Procedure for reading a 
parameter value 

- Procedure for changing a 
parameter value 

 
 
 

 
 
 
Application to the Chaohe Basin 

 
The Chaohe Basin is part of the catchment of the Miyun Reservoir (Figure 3), which is an 

important drinking water reservoir for the city of Beijing. With an average yearly 
precipitation of 530 mm from 1973-1990, this basin is part of the arid region of North China. 

CMethodSet 

CBaseParaFil

CBasinBSNFile 

CBasinWWQFil

CSubRTEFile

CSubSUBFile 

CHruGWFile

CHruHRUFile

CHruMGTFile 

CHruSOLFile

...........

CCropFile

Figure 2. Class hierarchy for 
modifying or extracting the SWAT.

Figure 3. The locations of the Chaohe Basin 
and the Xiahui station. 
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Average yearly runoff per surface area is about 60 mm; this is only about 12% of the 
precipitation. The ratio of surface runoff to precipitation deceased from 24% in 1973 to 9% in 
1990 because of its use for drinking water. Water quality is also an important concern in this 
river basin; hence, a hydrologic and water quality model for this basin can provide useful 
information for water management.  

Daily discharge data and daily sediment load data are available for the watershed outlet, 
i.e., Xiahui station with a drainage area of 5,340 km2. A simulation with initial estimates of 
the parameters led to over-estimation of discharge peaks and sediment loads, emphasizing the 
need for model calibration.  

The SWAT model for the Chaohe Basin was calibrated and tested based on the discharge 
and sediment data at the basin outlet (Xiahui station) using a typical split sample procedure. 
The data from the period of 1980-1986 was used for calibration, and data from 1987-1990 
was used for model validation. The R2 and the Nash-Sutcliffe coefficient, NS, (Nash and 
Sutcliffe, 1970) were used to assess the goodness of fit. The Shuffled Complex Evolution 
(SCE-UA) algorithm (Duan et al., 1992) as implemented in UNCSIM was used to perform 
the calibration. In this application, 14 parameter identifiers were selected based on a 
preliminary sensitivity analysis. The parameter identifiers and their calibrated values are 
listed in Table 3. 

 
Table 3. Calibrated parameter identifiers used for calibration. 
parameter identifier calibrated 

value 
parameter identifier calibrated 

value 
a__CN2.mgt -14.88 v__GW_DELAY.gw 182.667 
v__ESCO.hru 0.502 r__SLSUBBSN.hru -0.027 
r__SOL_K.sol 0.281 a__CH_K2.rte 33.644 
a__SOL_AWC.sol 0.044 a__OV_N.hru 0.06 
v__ALPHA_BF.gw 0.293 a__USLE_K.sol 0.086 
v__USLE_C.crp________19 0.315 v__SPCON.bsn 0.00128 
r__USLE_C.crp________103,105,106,108,109 14.258 a__SPEXP.bsn -0.4764 

 
The calibrated parameter identifiers mean that, for example, all curve numbers (CN2) had 

to be decreased by 14.88, the soil evaporation compensation factors (ESCO) had to be set to a 
global value of 0.502, all prior soil hydraulic conductivity values (SOL_K) had to be 
multiplied by (1 + 0.281), and USLE_C factors had to be multiplied by (1 + 14.258) for crop 
indices 103,105,106,108, and 109.  

The calibration and validation statistics are reported in Table 4. In general, the statistics 
are quite significant. In Figures 4 and 5 measurement and model simulation results are 
illustrated. The simulation of sediment load is not as good as that for flow. One reason is that 
the universal soil loss equation (USLE) implemented in SWAT does not account for all the 
complex activities, such as construction, crop growing, and soil dumping, taking place in the 
flood plains in the Chaohe region. The decrease in the CN2 parameter (Table 4) from the 
initial estimates and the increase in SOL_AWC reflect the decreasing percentage of runoff. 
The increase in USLE_C and USLE_K parameters, however, reflects the high sediment 
erosion in the region. A more detailed discussion of the calibration procedure and parameter 
uncertainties is reported in Yang et al. (2005). 
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Table 4. Statistics of calibration and verification results for flow and sediment load. 
 R2 NS coefficient 
Flow Calibration (1980-1986) 
Validation (1987-1990) 

0.75 
0.80 

0.75 
0.77 

Sediment Calibration (1980-1986) 
Validation (1987-1990) 

0.53 
0.40 

0.53 
0.37 
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Figure 4. Comparison of the simulated (lines) and observed (points) at the 
Xiahui station for calibration and validation periods. 
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Figure 5. Comparison of the simulated (lines) and observed (points) daily sediment load 
at the Xiahui station for calibration and validation periods. 
 
Conclusions 
 

The SWAT_SA_Interface greatly facilitates the process of calibration. Introduction of the 
parameter identifiers is essential for dealing with the large number of parameters and the 
assignment of meaningful spatial distributions to them. If more systems analysis programs 
adhere to the suggested standard interface, then more analysis techniques can be brought to 
bear on the calibration of watershed models. 
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Abstract 
 
     Worldwide, water quality regulators increasingly rely on water quality models at the 
catchment scale, such as the SWAT model, to aid in decision making. These models are able 
to integrate several sources of pollution at large scales and conduct long-term predictions for 
pollution abatement scenarios. However, for the practical use of these models, it is important 
to know the reliability of model results. Traditionally, reliability is quantified by uncertainty 
analysis methods within a statistical framework. Whereas a wide range of statistical theories 
exist, it has not yet been possible to conduct a complete and robust uncertainty analysis for 
these complex models, as there are too many unknowns associated with the modelling 
problem. For this reason, we propose evaluation methods that are not based on statistics but 
instead evaluate models on a fit-to-purpose basis. 
     Within SWAT2005, both a statistical method for uncertainty analysis, ParaSol, and an 
evaluation method, SUNGLASSES, are incorporated. ParaSol estimates the uncertainty 
originating from parameter uncertainty that is associated with the calibration procedure. Poor 
identification of the parameters is propagated to uncertainty bounds on the model results. 
SUNGLASSES evaluates the correctness of the model predictions to be used for decision 
making. Failure to make accurate predictions results in wider uncertainty bounds on the 
model outputs.  The application of these methods is illustrated with SWAT2005 simulations 
for flow and sediment loads in Honey Creek, a tributary of the Sandusky River Basin (Ohio).  
  
Introduction 
      
     Model uncertainty analysis aims to quantitatively assess the reliability of model outputs. 
Many of the water quality modelling applications used to support policy and land 
management decision making lack this information, and thereby lose credibility (Beck, 1987). 
Several sources of modelling unknowns and uncertainties result in the fact that model 
predictions are not a certain value, but should be represented with a confidence range of 
values (Gupta et al., 1998; Vrugt et al. 2003; Kuczera, 1983a; Kuczera 1983b; Beven, 1993). 
These sources of uncertainty are often categorized as input uncertainties (such as errors in 
rainfall or pollutant source inputs), model structure/model hypothesis uncertainties 
(uncertainties caused by inappropriateness of the model to reflect reality or the inability to 
identify the model parameters), and uncertainties in the observations used to calibrate/validate 
the model outputs. 
     Over the last decade, model uncertainty analysis has been investigated by several research 
groups from a variety of perspectives.  These methods have typically focused on 
methodologies that look at model parametric uncertainty, but investigators have had a more 
difficult time assessing model structural and data errors, and properly accounting for these 
sources of model prediction error (e.g. see commentaries (Beven and Young, 2003; Gupta et 
al., 2003)). Many researchers have shown that parameter uncertainty was much smaller than 
expected for the level of trust in the model (Thiemann et al., 2001; Beven and Freer, 2001; 
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Freer et al., 2003). The focus on parametric uncertainty in model calibration and uncertainty 
methodologies does not address overall model predictive uncertainty, which encompasses 
uncertainty introduced by data errors (in input and output observations), model structural 
errors, and uncertainties introduced by the likelihood measure or objective function used to 
develop a model and its particular application to a single location (Gupta et al., 2003; 
Thiemann et al., 2001). It is well known that hydrologic models, particularly those of the 
rainfall-runoff process and even more so for models of water quality, are not perfect and thus 
the assumption that the model being used in the calibration process is correct does not hold 
for the application of hydrologic models (for examples compare Mroczkowski et al., 1997; 
Boyle et al., 2001; Meixner et al., 2002; Beven, 1993). 
     The traditional way in which hydrologists assess models, and whether or not the 
calibration process was valuable and meaningful, includes conducting an evaluation of the 
model via some methodology.  A fundamental necessity noted by many is that the model must 
be evaluated using data not used for model calibration (Klemes, 1986).  This concept typically 
goes under the name split sample methodology.  Typically, this split sample approach is 
conducted using one half of the time series to calibrate the model and the second half of the 
time series to evaluate the calibration results. This approach represents the minimum bar over 
which a model must pass to be considered suitable for further application (Mroczkowski et 
al., 1997).  Here we present a methodology that utilizes a split sample approach to estimate 
overall model predictive uncertainty with regard to the output variables to be used in the 
decision making process. We compare these results to those garnered using a parametric 
uncertainty method based on the statistical approaches ParaSol (Parameter Solutions) using 
the Soil and Water Assessment Tool (SWAT). 
 
Methods 
 
     ParaSol is an optimization and statistical uncertainty method that assesses model parameter 
uncertainty. On top of ParaSol, SUNGLASSES uses all parameter sets and simulations. 
Additional sources of uncertainty are detected using an evaluation period, in addition to the 
calibration period.  
 
Description of ParaSol 
     The ParaSol (Parameter Solutions) method was developed to perform optimization and 
model parameter uncertainty analysis for complex models such as distributed (water quality) 
models, typically having a high number of parameters, high parameter correlations, several 
output variables, and a complex structure leading to multiple minima in the objective function 
response surface. The ParaSol method calculates objective functions (OFs) based on model 
outputs and observation time series, it aggregates these objective functions to a global 
optimization criterion (GOC), minimizes the OF or a GOC using the Shuffled Complex 
Evolution (SCE-UA) algorithm, and performs uncertainty analysis with a choice between two 
statistical concepts. 
  
The Shuffled Complex Evolution (SCE-UA) Algorithm  
     The SCE-UA algorithm is a global search algorithm for the minimization of a single 
function with up to 16 parameters (Duan et al., 1992). It combines the direct search method of 
the simplex procedure with the concept of a controlled random search of Nelder and Mead 
(1965), a systematic evolution of points in the direction of global improvement, competitive 
evolution (Holland, 1975), and the concept of complex shuffling. In a first step (zero-loop), 
SCE-UA selects an initial ‘population’ by random sampling throughout the feasible parameter 
space for p parameters to be optimized (delineated by given parameter ranges). The 
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population is portioned into several “complexes” that consist of 2p+1 points. Each complex 
evolves independently using the simplex algorithm. The complexes are periodically shuffled 
to form new complexes in order to share information between the complexes. SCE-UA has 
been widely used in watershed model calibration and other areas of hydrology, such as soil 
erosion, subsurface hydrology, remote sensing, and land surface modelling (Duan, 2003). It 
was generally found to be robust, effective, and efficient (Duan, 2003). The SCE-UA has also 
been applied with success to SWAT for the hydrologic parameters (Eckardt and Arnold, 
2001) and hydrologic and water quality parameters (van Griensven and Bauwens, 2003).  
  
Objective Functions  
     Within an optimization algorithm it is necessary to select a function that must be 
minimized or optimized that replaces the expert perception of curve-fitting during the manual 
calibration. There are a wide array of possible error functions to choose from, and many 
reasons to pick one versus another (for further discussion on this topic see (Legates and 
McCabe, 1999; Gupta et al., 1998)).  The types of objective functions selected for ParaSol are 
limited to the following, due to the statistical assumptions made in determining the error 
bounds in ParaSol.  
  
Sum of the squares of the residuals (SSQ): similar to the Mean Square Error method (MSE), it 
aims at matching a simulated series to a measured time series (Equation 1).   
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with N the number of pairs consisting of the simulation xn,sim and the corresponding 
observation xn,obs. 
 
The sum of the squares of the difference of the measured and simulated values after ranking 
(SSQR): The SSQR method aims at the fitting of the frequency distributions of the observed 
and the simulated series. After independent ranking of the measured and the simulated values, 
new pairs are formed and the SSQR is calculated as (Equation 2):  
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where j represents the rank. As opposed to the SSQ method, the time of occurrence of a given 
value of the variable is not accounted for in the SSQR method (van Griensven and Bauwens, 
2003).   
 
Multi-objective Optimization 
     Since the SCE-UA minimizes a single function, it cannot be applied directly for multi-
objective optimization. There are several methods available in the literature to aggregate 
objective functions to a global optimization criterion (Madsen, 2003; van Griensven and 
Bauwens, 2003) for multi-objective calibration, but they do not provide uncertainty analysis.  
By using the Bayesian theory (Box and Tiao, 1973) under the assumption that the objective 
functions are independent of each other, it is possible to define a Global Optimization 
Criterion (GOC) (Equation 3): 
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Thus, the sum of the squares of the residuals gets weights that are equal to the number of 
observations divided by the minimum. The minima of the individual objective functions (SSQ 
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or SSQR) are, however, initially not known. After each loop in the SCE-UA optimization, an 
update is performed for the minima of the objective functions using the newly gathered 
information within the loop and consequently, the GOC values are recalculated.  
The main advantage of using Equation 3 to calculate the GOC is that it allows for a global 
uncertainty analysis considering all objective functions as described below. 
 
Uncertainty Analysis Method 
     The uncertainty analysis divides the simulations that have been performed by the SCE-UA 
optimization into ‘good’ simulations and ‘not good’ simulations, and in this way is similar to 
the GLUE methodology (Beven and Binley, 1992).  The simulations gathered by SCE-UA are 
very valuable as the algorithm samples over the entire parameter space with a focus of 
solutions near the optimum/optima.  To increase the usefulness of the SCE-UA samples for 
uncertainty analysis, some adaptations were made to the original SCE-UA algorithm, to allow 
for a better exploration of the full parameter range and to prevent the algorithm from focusing 
on a very narrow set of solutions. The worst results are replaced by random sampling (where 
k is equal to the number of complexes).  
     The ParaSol Algorithm uses a threshold value for the objective function (or Global 
Optimization Criterion) to select the ‘good’ simulations by considering all of the simulations 
that give an objective function below this threshold.  The threshold value can be defined by 
χ2-statistics, where the selected simulations correspond to the confidence region (CR). For a 
single objective calibration for the SSQ, the SCE-UA will find a parameter set Ө*, consisting 
of the p free parameters (ө*1, ө*2,… ө*P), which corresponds to the minimum of the sum the 
squares (SSQ). According to χ2-statistics (Bard, 1974), we can define a threshold “c” for a 
‘good’ parameter set using the Equation (4): 
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where the χ2
P,0.95 gets a higher value for more free parameters P.  

     For multi-objective calibration, the selections are made using the GOC of Equation 3 that 
normalizes the sum of the squares for the total of observations, NT, equal to the sum of 
N1,…,Nm,…NM observation. A threshold for the GOC is calculated by (Equation 5):   
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thus all simulations with GOC < c are deemed acceptable. 
 
Description of SUNGLASSES 
     The Sources of Uncertainty Global Assessment using Split SamplES (SUNGLASSES) 
was designed to assess predictive uncertainty that is not captured by parameter uncertainty, in 
order to get a stronger evaluation of model prediction power,. The method accounts for strong 
increases in model prediction errors when simulations are done outside the calibration period 
by using a split sample strategy whereby the evaluation period is used to define the model 
output uncertainties. The assessment on the evaluation period should depend on a criterion 
related to the sort of decision the model is being used for.  
 
 
 
 
 
     These uncertainty ranges depend on the GOC, representing the objective functions, on one 
side, to calibrate the model and develop an initial estimate of model parameter sets, and an 
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evaluation criterion (to be used in decision making) on the other, that is used to estimate 
uncertainty bounds. The GOC is used to assess the degree of error on the process dynamics, 
while the evaluation criteria define a threshold on the GOC. This threshold should be as small 
as possible, but the uncertainty ranges on the criterion should include the “true” value for both 
the calibration and the validation period. For example, when model bias is used as the 
criterion, these “true” values are then a model bias equal to zero. Thus, the threshold for the 
GOC would be increased until the uncertainty ranges on the total mass flux include zero bias. 
SUNGLASSES operates by ranking the GOCs (Figure 1). Statistical methods can be used to 
define a threshold considering parameter uncertainty. In this case, ParaSol was used to define 
such a threshold. However, when we look at the predictions, it is possible that unbiased 
simulations are not within the ParaSol uncertainty range, other than parameter uncertainty. 
This result means that there are additional uncertainties acting on the model outputs (Figure 
2). Thus, a new, higher threshold is needed in order to have unbiased simulations included 
within the uncertainty bounds (Figures 1 and 2). This methodology is flexible in the sense that 
different combinations of objective functions can be used within the GOC. Also, alternatives 
for the bias as the criterion for the model evaluation period are possible, depending on the 
model outputs to be used for decision making. Examples of alternative criteria are the 
percentage of time a certain output variable is higher or lower than a certain threshold (being 
common for water quality policy) or the maximum value of a certain model prediction 
percentile (often important for flood control).  
 

 

Figure 1. Selection of good parameter sets using a threshold imposed by ParaSol or by 
SUNGLASSES.  
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Model bias for the sediment loads (%)

-80.00
-40.00

0.00
40.00
80.00

120.00
160.00
200.00

1998-1999 2000-2001 1998-1999 2000-2001

ParaSol SUNGLASSES

  
Figure 2. Confidence regions for the sediment loads calculations according to ParaSol 
and SUNGLASSES. 
 
Application on a SWAT Model 
 
     SUNGLASSES was programmed within SWAT (to be part of SWAT2005) and was 
applied on a small model for evaluation purposes of the methodology and for comparison 
purposes to the ParaSol method.  
 
SWAT 
     The Soil and Water Assessment Tool (SWAT) (Arnold et al., 1998) is a semi-distributed 
and semi-conceptual program that calculates water, nutrient, and pesticide transport at the 
catchment scale on a daily time-step.  It represents hydrology and soil processes by 
interception, evapotranspiration, surface runoff (SCS curve number method (USDA Soil 
conservation Service, 1972)), soil percolation, lateral and groundwater flow, and river routing, 
as well as erosion, crop, and pesticide processes. The catchment is divided into subbasins, 
river reaches, and Hydrological Response Units (HRUs).  While the subbasins can be 
delineated and located spatially, the further sub-division into HRUs is performed in a 
stochastic way by considering a certain percentage of subbasin area for each combination of 
soil and land use classes, without any specified location in the subbasin. 
   
Parameter Change Options for SWAT 
     In the ParaSol algorithm, as implemented with SWAT2005, parameters affecting 
hydrology or pollution can be changed either in a lumped way (over the entire catchment), or 
in a distributed way (for selected subbasins or HRUs). They can be modified by replacement, 
by addition of an absolute change, or by a multiplication of a relative change. A relative 
change means that the parameters, or several distributed parameters simultaneously, are 
changed by a certain percentage. However, a parameter is never allowed to go beyond the 
predefined parameter ranges. For instance, all soil conductivities for all HRUs can be changed 
simultaneously over a range of -50 to +50% of their initial values which are different for the 
HRUs according to their soil type. This mechanism allows for a lumped calibration of 
distributed parameters while these parameters keep their relative physical meaning (soil 
conductivity of sand will be higher than soil conductivity of clay).  
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Honey Creek Model Description 
     Honey Creek is a subbasin within the Sandusky River Watershed (Ohio) within the Erie 
Watershed and Great Lakes Basin. The SWAT model for Honey Creek has been abstracted 
from the SWAT model of the Sandusky that was provided by the University of Florida to the 
research group at the University of California, Riverside. It covers an area of 338 km2 and 
consists of one subbasin, represented by five HRUs, a river reach, and a single point source. 
Daily observations for the period 1998-1999 were used to calibrate the model. These 
consisted of 661 flow observations and 518 sediment concentration estimates.  The model was 
developed for use in managing sediment transport. Therefore, calibrations and uncertainty 
analysis were applied on daily series of flow and sediment loads. Sensitivity results were used 
to select the ten most important parameters for flow and sediments (van Griensven et al., 
2005). These parameters are listed in Table 1. The distributed parameters are changed in a 
lumped way by considering a single relative change that is applied to all parameters.  
 
Table 1. Parameters used in calibration with sensitivity rank, according to SSQ, the daily flows, 
and the sediment concentrations. 
Parameter Description  Q  SS (conc) 
SMFMX Maximum melt rate for snow during 

(mm/°C/day)  
Lumped 2 17 

ALPHA_BF Baseflow alpha factor (days). Lumped 8 1 
ch_k2 Channel conductivity (mm/hr) Distributed 5 14 
USLE-P USLE equation support practice (P) 

factor. 
Distributed No 

e
f
f
e
c
t 

4 

CN2 SCS runoff curve number for moisture 
condition II. 

Distributed 3 2 

sol_awc Available water capacity of the soil layer 
(mm/mm soil). 

Distributed 10 3 

surlag Surface runoff lag coefficient Lumped 1 7 
SFTMP Snowfall temperature (°C) Lumped 15 6 
SMTMP Snow melt base temperature (°C) Lumped 7 5 
Sol_z Soil depth  Lumped 9 10 
 
Objective functions 
     SWAT was applied to the Honey Creek Catchment in order to estimate sediment export 
from the catchment. Therefore, the joint calibration included the SSQ for the streamflow and 
sediment concentrations with a Box-Cox transformation to reduce the heteroscedastic nature 
of the residuals. Therefore, the Global Optimization Criterion represents the errors associated 
with both flow and water quality variables.  
 
Evaluation criterion 
     Based on the assumption that the purpose of the model was to assess global fluxes in 
sediments loads at the outlet of the creek, the evaluation criteria was described by the model 
biases on the mass flux that were calculated as (Equation 6): 
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where N is the number of pairs (simulation, observation), SIMn is the simulation at day n and 
OBSn is the observation of day n. The bias was calculated for the water flow and the sediment 
loads in the calibration and validation period.  
 
Results 
 
ParaSol and SUNGLASSES Confidence Space 
     A total of 34,669 simulations were performed to minimize the GOC. The ParaSol results, 
using χ2-statistics for 97.5% confidence probability, show a clear bias to the sediment load 
during the calibration period, between -23% and -27%, and an opposite bias for the validation 
period, 34 to 43% (Figure 2). This suggests that the bias depends on the period of 
observations. It is also clear that the uncertainty method within ParaSol does not foresee this 
strong bias and that the zero-bias is not captured. This result is probably due to the 
compromises that must be made between the different objective functions.  An application of 
SUNGLASSES shows that the sediment load calculations can have an overestimation of up to 
167%. This means that the model, when calibrated on a period of two years, is not performing 
well, and is thus highly uncertain in assessing total mass fluxes.  The confidence ranges for 
the time series give much wider bounds for SUNGLASSES and they capture more of the 
observations as well (Figure 3). For instance, the missed observations in early 1999 are not 
captured in ParaSol while they are with SUNGLASSES (Figure 3).  We therefore conclude 
that SUNGLASSES gives an overall more liberal estimation of the confidence regions.  
 
Conclusions 
 
     It can be stated that the uncertainty due to poor identification of parameters is rather low 
according to χ2-statistics, and that the length of the data is not a problem in this regard. Other 
sources of uncertainty however cause a bias in the model outputs when run in a predictive 
mode. Such bias is explained by errors in the model structure or the inability of the data to 
represent important variabilities that are inherent to environmental systems.   
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Figure 3. Confidence regions for the time series of the daily sediment loads according to 
ParaSol and SUNGLASSES. 
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Abstract 
 
     The SWAT model was developed to simulate streamflow and water quality for watersheds 
composed of agricultural cropland and rangeland.  More recently, efforts have been made to 
utilize SWAT2000 for hydrologic simulations in forested watersheds.  The Forest Watershed 
and Riparian Disturbance (FORWARD) project is studying the impact of fire and harvesting 
disturbances on streamflow in several small (6 – 16 km2) forested watersheds located on the 
Boreal Plain in central Alberta, Canada.  Streamflow simulations using the existing 
representation of hydrologic processes within SWAT2000 were not completely satisfactory 
for forested conditions.  In order to improve the streamflow simulations in a forested 
environment, the SWAT2000 model code was modified.  A surface litter layer under the 
forest canopy was incorporated into the soil layer representation and a modified version of 
the SWAT “potholes” facility was used to simulate the effect of water storage and release by 
Boreal Forest wetlands.  The solar radiation input code was modified to account for 
watershed aspect and slope in the calculation of the Penman-Monteith potential 
evapotranspiration.  The prediction of soil temperature based upon solar radiation input was 
modified to account for watershed aspect, slope, and canopy cover because a better 
representation of soil temperature is particularly important for simulation of streamflow 
associated with the spring thaw.  The damping effect of the surface litter layer on soil 
temperatures was also incorporated.  Model results using SWAT2000-C (the modified 
version of SWAT) and SWAT2000 are presented and discussed in comparison to measured 
streamflow. 
 
Introduction 
 
     The Forest Watershed and Riparian Disturbance (FORWARD) project is investigating and 
modeling the impact of fire and harvesting disturbances on streamflow in several small (6 - 
16 km2) and large (150 – 250 km2) forested watersheds located on the Boreal Plain in central 
Alberta, Canada.  The four objectives of the FORWARD project include: 1) assessing the 
impact of harvesting with and without riparian zone buffers on the streamflow and water 
quality downstream of the disturbance; 2) determining the impact of fire on streamflow and 
water quality of flow downstream of the disturbance; 3) assessing the difference in watershed 
response to harvesting and fire; and 4) providing a modeling tool for industry to manage the 
impact of harvesting. 
     Harvesting and fire disturbances can potentially result in significant impacts on 
downstream water quantity and quality.  Numerous studies have reviewed the impact of 
harvesting (Bowling et al. 2000; Buttle and Metcalfe 2000; Jones and Grant 2001; Nichols 
and Verry 2001; Prepas et al. 2001; Thomas 2001) and fire (Bayley et al. 1992; McEachern et 
al. 2000) and have compared the two disturbance types (Lamontagne et al. 2000) and their 
relative impact on streamflow and water quality.  However, few studies have been conducted 
in the Boreal Plains forest.  Projects conducted in the Boreal Plains forest have focused on the 
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impact of these disturbances on the water quality in lakes (McEachern et al. 2000; Prepas et 
al. 2001). 
     Figure 1 shows the location of the FORWARD project in Canada, and the watershed 
discussed in this paper.  In total there are 16 watersheds in the FORWARD project that will 
be modeled using SWAT2000-C, five harvested, four burned in a wildfire, and seven 
remaining as reference streams. 

Figure 1.  Project location. 
 
     Cold winters and cool summers, typical of the Boreal Forest, influence hydrological 
conditions in ways that are less well-understood than the hydrology of more temperate 
locations (Buttle et al. 2000).  Typically, the total precipitation is less than in more temperate 
regions.  Most of the Boreal Forest receives on the order of 300 to 625 mm of precipitation 
on an annual basis, with the distribution between rainfall and snowfall being approximately 3 
to 1. Snow is typically present in the Boreal Forest from six to eight months of the year 
(Dingman, 2002).  The Boreal Forest experiences a wide range in temperatures, with short 
summers (Woodwar, 1996), and is classified as sub-arctic and cold continental (GeoGratis, 
2003).  The average yearly temperature is near 0oC, with temperatures in the North American 
Boreal Forest varying from a mean daily average of 15.7oC in July to –19.1oC in January 
(Canada 2002). 
     The Boreal Forest is composed of deciduous and coniferous species, the composition of 
which changes over time.  In the early successional stages of growth, broadleaf deciduous 
trees and shrubs are dominant.  The most common of the early successional species are alder, 
birch, and aspen (Woodwar, 1996).  As the stand matures, coniferous species are more 
dominant and include spruce, fir, pine, and deciduous larch or tamarack.  Black spruce and 
larch ring the edge of boggy areas (Woodwar, 1996).  Pine forests flourish on sandy outwash 
plains and areas that used to be dunes.  Larch forests are found in areas where the substrate is 
thin and waterlogged and are underlain by permafrost.  The Boreal Forests have open 
canopies, which are conducive to an understory of shrubs, mosses, and lichens (Woodwar, 
1996). 
     Soil orders found in the Boreal Forest include histosols, spodosols, alfisols, and 
inceptisols.  Spodsols (luvisols) are found primarily in cool, wet climates under deciduous 

  FORWARD Project Watersheds 

Willow 



3rd International SWAT Conference 

 191

and coniferous forests and are dominant in the study area.  These soils have well-developed 
organic, leached, and accumulation horizons.   
     The purpose of this paper is to present modifications to SWAT2000, called SWAT2000-
C, that have improved the simulation of water movement in forested watersheds.  Model 
output from SWAT2000-C and SWAT2000 is compared to daily streamflow for the Willow 
Creek Watershed within the FORWARD study area.  This watershed has been designated a 
reference watershed, and will be used to assess the relative impact of disturbance (fire and 
harvesting) in other watersheds. 
 
Methodology 
 
Study Site 
     To date, the FORWARD modeling effort has focused on one small watershed, Willow 
Creek.  The watershed is 16 km2 in size. The elevation ranges from 870 m at the mouth of the 
watershed to a maximum elevation of approximately 1,061 m.  The watershed is primarily 
covered by forest and has been partitioned using the United States Geological Survey 
(USGS) classification system.  Deciduous forest covers 42% of the total area, while 
coniferous forest covers 28%.  An additional 23% of the land is covered with a mix of 
deciduous and coniferous trees.  The remainder is composed of rangeland and transportation 
right of ways, forested wetlands, and non-forested wetlands.  The soil data for the watershed 
indicates that approximately 91% is composed of the Soil Conservation Service (SCS) 
hydrologic soil group C, and the remainder of the watershed is composed of soils group D.  
These fine to very fine textured soils have a low to very low rate of water infiltration when 
wet, which results in high runoff potential.  Shallow wetlands (<0.5 m) in the watershed 
cover approximately 10.9% of the land base, with deep wetlands (>6 m) covering an 
additional 1.2% of the land base. 
 
Source Data 
     Data used in the modeling was obtained from existing geographical information system 
(GIS) coverages and meteorological stations, as well as from field data.  The existing GIS 
coverages included land cover, a digital elevation model (DEM), and stream coverages.  Field 
data collected includes soils and streamflow data at the outlet of the watershed.  Meteorological 
data was available from surrounding fire tower installations, an Environment Canada weather 
station, and in the latter half of 2002, a FORWARD meteorological station was established in 
the Willow Creek Watershed.  Figure 2 shows the location of the meteorological stations in the 
vicinity of the project as well as the watershed of interest. 
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Figure 2: Meteorological stations. 
 
Model Setup  
     The SWAT2000 model was run in the Better Assessment Science Integrating point and 
Nonpoint Sources (BASINS) environment.  Initial conditions for the model were based upon 
both SWAT2000 default data and site-specific information.  The land use/land cover, reach, 
and soils coverages were configured to mimic the standard USA classification systems for 
input into BASINS.  The land coverage was determined to be primarily deciduous coniferous 
and mixed tree species with a minimal content of rangeland bush, forested and non-forested 
wetlands, and transportation as determined from the USGS classification system.  Figure 3a 
shows the distribution of the forest cover over the basin.  Soils information was constructed 
from available provincial government database information and field reconnaissance.  These 
deep clay-till soils were classified as either SCS soil type “C” or “D”.  The number of soil 
horizons ranged from five to six with one of the layers representing the highly permeable 
forest litter layer.  Lower layers have high clay content and slow the downward movement of 
moisture.  Figure 3b shows the soils distribution over the watershed.  The reach data was 
reviewed and formatted to match the data input requirements for BASINS.   
     Deep wetlands are located in the uplands of the watershed.  Shallow wetlands are under 
review for potential re-definition and were not incorporated as wetlands into the modeling 
results presented.  Shallow wetland areas were characterized as a forest stand with a thick 
litter layer.  
     Data from three different meteorological stations was used in the modeling.  For the first 
18 months of modeling, the meteorological data was taken from stations approximately 45 
km away from the watershed.  Data for the summer months was obtained from Eagle Ridge 
fire tower, with data from the winter months used from the closest Environment Canada 
Station.  In the summer of 2002, the meteorological station W3 was installed in the Willow 
Creek Watershed and used for the remainder of the modeling period.   
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Watershed (a) land cover distribution; (b) Soils distribution. 
The model was run for 4 years prior to the calibration period in order to remove any potential 
bias in initial site parameter estimates.  The variable storage routing method and the Penman-
Monteith evapotranspiration method were used during the modeling. 
 
Model Code Expansion – SWAT2000-C 
     The SWAT2000 model was originally developed for an agricultural setting.  In order to 
improve the hydrologic simulation for forested conditions, the SWAT2000 model code was 
modified in three areas, and renamed SWAT2000-C.   These areas consist of the inclusion of 
a litter layer over the soil profile, the improvement of soil temperature modeling, and an 
enhanced representation of boreal wetlands. 
     The litter layer under the vegetative canopy better represents the hydrologic processes in a 
forested environment.  The litter layer provides additional storage for water during higher 
intensity rainstorms thus attenuating peak flows realized at the stream.  The parameters used 
in the development of the litter layer subroutine are shown in Figure 4.   

 
Figure 4: Litter layer description. 
 
     The precipitation that reaches the litter layer is reduced by the canopy storage, thus 
reducing the effective precipitation.  The effective precipitation for the day enters the litter 
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layer. If the effective precipitation is less than the field capacity of the litter layer (Water 
Level 1), the water is stored in the litter layer.  If the effective precipitation is greater than the 
field capacity of the litter layer (Water Level 2), the water in excess of the field capacity, and 
equal to or less than the saturation level of the litter layer is proportioned between the lateral 
flow in the litter layer and the percolation into the underlying soil layers.  The equation used 
to proportion the excess water is given in [1]. 

[1] slopekk
k

ratio
littersatsoilsat

soilsat

*−−

−

+
=

  
where: 
 ksat-soil = saturated hydraulic conductivity of the underlying soil layer (mm/hr) 
 ksat-litter = saturated hydraulic conductivity of the litter layer (mm/hr) 
 slope = slope of the litter/soil interface (percent) 
 
Surface runoff in a forested environment is assumed to occur only when the underlying soils 
are frozen, and the litter layer is saturated.  The justification for allowing surface runoff only 
during the conditions described stems from a review of the ability of the underlying soil to 
transmit water.  The saturated hydraulic conductivity has been estimated to range from 100 to 
600 mm/hr for the litter layer and from 1 to 100 mm/hr for the underlying mineral soil.  This 
relates to the ability of the litter layer to transmit 2,400 to 14,400 mm during the day, and 24 
to 2,400 mm for the first soil layer.   It would be unlikely that a rainstorm would occur that 
would fill the litter layer storage and have a high enough intensity that the soils could not 
transmit all of the precipitation to lower soil layers during summer conditions.  However, 
when the litter layer is saturated and frozen, the ability to transmit snowmelt through the litter 
layer is limited.  Consequently, surface runoff is allowed in this specific scenario. 
     The wetland code was added to better represent wetlands within the Boreal Forest.  
Wetlands are believed to influence water movement by providing baseflow during dry 
periods, and reducing peak flows in the stream by acting as a buffer during wet periods.  
Water inflows and outflows incorporated into the model are shown in Figure 5.  

Figure 5:  Wetlands code water balance. 
 
     The equation for inflow into the lower wetland layer includes the volume of water from 
contributing hydrologic response units and the precipitation that infiltrates through the upper 
wetland layer into the lower wetland layer and is shown in [2]. 

[2] flowoutflowinstoredend VVVV −+=  
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latpotseeppotxspottranspotrevappotlitpotlithrulathrusurfhrugwhrustoredend VVVVVVVVVVVV __________ −−−−++++++=

 
Where: 
Vend = depth of water in the lower wetland layer (LWL) at the end of the day (mm H2O) 
Vstored = depth of water in the LWL at the start of the day (mm H2O) 
Vflowin = depth of water that enters the LWL during the day (mm H2O) 
Vflowout = depth of water that exits the LWL during the day (mm H2O) 
Vhru_gw  = proportional depth of water from the upslope HRU’s groundwater flow feeding the 

LWL (mm H2O) 
Vhru_surf  = proportional depth of water from the upslope HRU’s surface flow feeding the 

LWL (mm H2O) 
Vhru_lat  = proportional depth of water from the upslope HRU’s lateral flow feeding the LWL 

(mm H2O) 
Vhru_lit  = proportional depth of water from the upslope HRU’s litter flow feeding the LWL 

(mm H2O) 
Vpot_lit  = depth of water from the wetland upper wetland layer (UWL) feeding the LWL (mm 

H2O) 
Vpot_revap  = depth of water from the shallow aquifer feeding the LWL (mm H2O) 
Vpot_trans  = depth of water transpired from the LWL (mm H2O) 
Vpot_xs  = depth of water in excess of the maximum volume that can be stored in the LWL that 

is directed back to the UWL (mm H2O) 
Vpot_seep  = depth of water that seeps from the LWL to the shallow aquifer (mm H2O) 
Vpot_lat = depth of water that flows laterally from the LWL (mm H2O) 
 
The solar radiation incident on the canopy was adjusted to account for aspect and slope.  This 
affects the streamflow reaching the channel during warmer months when using the Penman-
Monteith method for evapotranspiration calculation.  The aspect and slope of the subbasins 
was incorporated into the model.  South facing slopes in the northern hemisphere thaw earlier 
than north facing slopes (Murray and Buttle 2002).  The radiation reaching the ground varies 
depending upon the slope orientation (Oke 2000).  The equation incorporated into the model 
(Revfeim 1978; Tian et al. 2001) is shown in [3]. 

[3] ( ) ( )[ ]ββ fKfKRGG rrdma −++−= 12.01  
where:  
Ga = radiation reaching the sloped ground surface (MJ/m2) 
Gm = radiation measured on a flat surface (MJ/m2) 
Rd = ratio of direct radiation on the slope to direct radiation on a horizontal surface 
Kr = ratio of diffuse radiation to global radiation for a horizontal surface 
Fβ = proportion of the hemisphere above the slope surface that is blocked by the horizontal 

plane 
 
The ratio of direct radiation on the slope to direct radiation on a horizontal surface is a 
function of the latitude, aspect, slope, and the declination (the angular position of the sun at 
solar noon with respect to the plane of the equator)(Tian et al. 2001).  The aspect of the 
subbasins is determined outside of the SWAT2000-C model interface.  The results are 
compiled in an ascii file and read into the model for use. 
     Soil temperature calculations were adapted to incorporate the aspect and slope using [3], 
as well as the influence of vegetation and the damping effect of the litter layer.  The soil was 
found to thaw consistently earlier than values measured in the field.  This was believed to 
influence spring flows, where infiltration was excessive with little runoff.  Modeled results 
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did not correlate very well with recorded values. Vegetation growing on the landscape 
intercepts solar radiation reducing the amount reaching the ground surface (Eagleson 1970; 
Ohta et al. 2001).  This in turn impacts the rate at which the soil thaws (Oke 2000).  Beer’s 
Law of light extinction was used to attenuate the radiation reaching the ground surface.  The 
equation is shown in [4]. 

[4] 
( )LAIK

af eGG •−=  
where:  
 Ga = actual radiation reaching the sloped ground surface (MJ/m2) 
 Gf  = radiation measured on a sloped surface under vegetation (MJ/m2) 
 K = extinction coefficient representing the radiation loss through the vegetation 

canopy 
 LAI = leaf area index of the vegetation canopy 
 
This equation allows for the variation of the extinction coefficient as deemed appropriate 
while the LAI is calculated on a daily basis by the model. 
     The damping effect of the litter layer also delays the soil freeze and thaw.  An equation 
was developed using litter and soil temperature data gathered over a short period from the 
project area.  The equation, assumed to generally follow an S-shape, shown in [5], could be 
further refined with additional site data. 

[5] ( )LLLL

LL
forest DExpD

Dbcv
•+−+

=
845.0598.2  

where:  
 bcvforest = weighing factor for soil cover impacts 
 DLL  = normalized litter layer depth  
 
 
Results 
 
     Daily stream flows were modeled for the Willow Watershed for 2001 through 2004.  A 
comparison of measured and modeled results for 2001-2004 is shown in Figures 6a through 
6d respectively.  The modeled results generally follow the measured values for all years of 
modeling.   
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(a)        (b) 
 
 
 
 
 
 
 
 
 
 
 

 
(c)        (d) 

Figure 5: Willow Creek Watershed modeled and measured daily discharge for (a) 2001 
(b) 2002, (c) 2003, and (d) 2004. 
 
Discussion 
 
     The modeled results using SWAT2000-C better match the measured flows compared to 
SWAT2000 results.  The daily and monthly Nash-Sutcliff R2 values using SWAT2000 were 
–0.10 and 0.42, respectively.  SWAT2000-C daily and monthly Nash-Sutcliff R2 for the 
period of modeling was 0.56 and 0.72, respectively.   
     A significant amount of uncertainty exists in the input precipitation data.  Storm 
precipitation in the project area is often the result of thunder cells, although frontal storms 
also occur.  Consequently, rainfall magnitudes can vary significantly over relatively short 
distances.  The precipitation at meteorological station W3 may not be representative of the 
precipitation over the entire watershed.  An example of this occurs in early August 2004, 
where runoff was measured with no corresponding precipitation event.  Given the uncertainty 
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and variability in the input rainfall data, the results obtained using the SWAT2000-C model 
are considered reasonable.  
 
Conclusions 
 
     SWAT2000-C provides improved simulation results for streamflow from the Willow 
Creek forested watershed in the Canadian Boreal Plain as compared to SWAT2000.  The 
effort to improve and expand the model to better represent forested watersheds, with 
particular emphasis on characteristics of the Boreal Forest has been successful in the Willow 
Watershed.  Further modifications of the model could still be implemented to better represent 
the conditions in the Boreal Forest.  These improvements include litter layer growth, more 
detailed equations for wetlands freeze and thaw, a further refined damping effect equation, 
and the development of an improved radiation reduction equation specific to the area.  A 
number of the proposed improvements can only be implemented by gathering additional data 
from the project site.   
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The Power of Multi-Objective Calibration: Two Case Studies with SWAT 
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Institute of Landscape Ecology and Resources Management, University of Giessen, 
Heinrich-Buff-Ring 26, D-35392 Giessen, Germany. Email: sander.huisman@agrar.uni-
giessen.de 
 
 
Abstract 
 
     Proper calibration procedures for complex eco-hydrological models should use all 
available measurement time series that provide useful information about the physical system. 
This is especially true for distributed models that simulate a variety of hydrological and 
matter fluxes, such as SWAT. There are three well-accepted methods for multi-objective 
calibration within hydrology. In this contribution, we present two case studies where SWAT 
is calibrated with these different multi-objective calibration approaches. In the first case 
study, SWAT is calibrated to percolation, actual evapotranspiration, and nitrate leaching 
fluxes measured within a lysimeter. With this example, we illustrate several important aspects 
of multi-objective calibration, such as noncommensurability of different error measures. In 
the second case study, SWAT is calibrated to measured discharge from three subbasins of the 
Dill Catchment (Germany). This example shows how multi-objective calibration is used to 
determine if one set of parameters can provide adequate simulations for all three subbasins. 
We hope that these case studies illustrate the power of multi-objective calibration. 
 
 
Introduction 
 
     To calibrate a hydrologic model, one must specify values for its parameters in such a way 
that the behavior of the model closely matches that of the real system. Because of the time-
consuming nature of manual trial-and-error calibration, a lot of effort has been dedicated to 
developing automated calibration methods that can effectively and efficiently find a set of 
optimal parameters given a single objective function (e.g. Duan et al. 1993; Kuzcera and 
Parent, 1998; Vrugt et al., 2003). Practical experience with model calibration suggests that 
there is no single-objective function that adequately measures all aspects deemed important in 
a manual calibration (Gupta et al., 1998). Furthermore, with the increase in computer power, 
the number of eco-hydrological models that can simulate several watershed output fluxes at 
different locations within the catchment has steadily increased. If measurements of other 
water output fluxes besides discharge are available (e.g. chemical constituents), these should 
be used in the automated calibration of complex eco-hydrological models, such as SWAT. 
     In this paper, we present two case studies where SWAT was calibrated with three different 
multi-objective calibration approaches. In the first case study, SWAT was applied to 
lysimeter data. With this computationally inexpensive example, we illustrated several 
important aspects of multi-objective calibration, such as noncommensurability of different 
error measures and the relevance of new types of data in constraining the model predictions. 
In the second case study, SWAT was calibrated to measured discharge from three subbasins 
of the Dill Catchment (Germany). This example shows how multi-objective calibration is 
used to determine whether or not one set of parameters can provide adequate simulations for 
all three subbasins. The overall aim of this study was to illustrate that multi-objective 
calibration is a powerful tool to provide insight in the results of automated model calibration, 
the complex interactions within a hydrological model, and the system under study. 
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The Multi-Objective Calibration Problem 
 
     There are three accepted methods to perform a multi-objective calibration in eco-
hydrology. The most general method is based on Pareto optimality. Pareto optimality 
recognizes that, in general, the solution of a multi-objective problem will not be unique. 
Typically, the multi-objective problem will lead to different solutions that are all optimal for 
one objective function only. Moving from one solution to another will lead to an 
improvement of one objective function while causing deterioration in the value of at least one 
other objective function. This is graphically illustrated in Figure 1, where point A indicates 
the parameters that minimize objective function 2 and point B indicates the parameters that 
minimize objective function 1. The solution to the multi-objective problem consists of all 
points that fall on the line connecting A and B. Moving along this line from A to B results in 
smaller values of objective function 1 and larger values for objective function 2. It is not 
possible to decide objectively which of these solutions are the best, and such solutions are 
called non-dominated or Pareto solutions. For more information on Pareto optimality, the 
reader should refer to Gupta et al. (1998). Recently, Vrugt et al. (2003) have presented an 
effective and efficient algorithm (MOSCEM-UA) to find the Pareto solutions within a range 
defined by upper and lower values for each calibrated model parameter, the so-called 
parameter space. 
 

        
Figure 1. (after Yapo et al., 1998). Illustration of Pareto optimality. 
 
 
     The second method for multi-objective calibration is to aggregate the multiple objectives 
to a single objective and to optimize this aggregated objective function with a traditional 
optimization algorithm. The aggregation of the multiple objective functions requires the 
subjective choice of weighting factors for each objective functions. For example, the point in 
Figure 1 (right) shows the minimum value of an aggregated objective function where both 
objective functions are equally weighted. The new SWAT release allows multi-objective 
calibration based on one aggregated objective function according to the methods proposed by 
van Griensven and Bauwens (2003). They proposed a weighting scheme called the Global 
Optimization Criterion (GOC) that sums the position of each objective function in the 
respective cumulative probability density (Equation 1): 

∑
=

=
mi

jiij OFfGOC
,1

, )(           (1) 

where fi is a normalization function based on the normal or the lognormal distribution, j is the 
parameter set under consideration and m is the number of objective functions (OF). The mean 
and standard deviation of the objective functions required for the normalization function have 
to be obtained from a set of random draws from the user-defined parameter space. 
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     The third method for multi-objective calibration is based on the philosophy that there are 
many model structures and many different parameters sets within a chosen model structure 
that provide an acceptable reproduction of the observed system behavior. This has been 
called the equifinality concept and the Generalized Likelihood Uncertainty Estimation 
(GLUE) methodology has been developed to deal with this phenomenon (Beven and Freer, 
2001). In the GLUE methodology, random samples are drawn uniformly from a user-defined 
parameter space. A quantitative measure of performance is used to separate behavioral and 
non-behavioral parameters sets based on a subjective (but explicit) threshold. In the multi-
objective version of the GLUE methodology, behavioral parameter sets have to pass a set of 
multiple thresholds. 
 
 
Case Studies 
 
Lysimeter Data 
     The lysimeter data are from the lysimeterstation Brandis, which is located approximately 
15 km southeast from Leipzig, Germany at a altitude of 136 m a.s.l. We used the data from 
lysimeter group five, which consist of three undisturbed soil monoliths with an area of 1 m2 
and a depth of three m. The soil was classified as an eroded cambisol with a relatively high 
loam content of 30% in the upper soil layer and a high sand content (>90%) in the parent 
material below 0.35 cm. Monthly data for percolation, actual evapotranspiration (ET), and  
nitrate leaching were provided for the hydrological years 1981-1992. Information on daily 
precipitation, soil properties, and soil management (crop rotation, planting and harvest dates 
and fertilizer application amounts and timing) was also available. 
 
Table 1. Prior parameter ranges used in the multi-objective calibration for the lysimeter 
data. 
Model Parameter Lower Limit Upper Limit
*Bulk density (BD, g cm-3) 1.45 1.55 
*Available water content (AWC, -) 0.16 0.19 
*Saturated hydraulic conductivity (Ksat, mm hr-1) 0 750 
*Moist soil albedo (ALB, -) 0.20 0.30 
Maximum rooting depth (RDmax, mm) 500 2000 
Soil evaporation compensation factor (ESCO, -) 0.1 1.0 
Plant uptake compensation factor (EPCO, -) 0.0 1.0 
Rate factor for humus mineralization (CMN, -) 0.00 0.01 
Residue decomposition factor (RSDCO, -) 0.00 0.10 
Maximum daily denitrification rate (MAX_WDN, kg ha-1 d-1) 0.0 0.3 
Maximum daily nitrate uptake (MAX_NUP, kg ha-1 d-1) 0.0 10.0 
 
     For the multi-objective calibration with the lysimeter data, we used a slightly modified 
version of SWAT2000 with a single hydrological response unit. In the original SWAT2000 
model, all excess water above field capacity drains with the velocity of the Ksat. The 
percolation measurements from the lysimeter (described later) showed that this concept 
overestimates the drainage velocity. Therefore, we introduced an exponential reduction of the 
Ksat as a function of the amount of water above field capacity to calculate the unsaturated 
hydraulic conductivity. Excess water above field capacity then drained with a velocity 
dependent on the amount of excess water present. This concept was also used in the 
SWAT99.2 version, but was removed in the SWAT2000 release. The second modification 
involved the introduction of two new model parameters limiting the maximum daily 
denitrification rate (MAX_WDN) and the maximum amount of daily plant nitrate uptake 
(MAX_NUP). The maximum rates for denitrification and plant uptake were introduced to 



3rd International SWAT Conference 

 203

provide a realistic upper limit on these fluxes. In the original SWAT2000 most of the 
nitrogen disappeared through denitrification, which caused high nitrogen stress for the plants 
and unrealistically high plant uptake immediately after fertilizer application. For more details 
on problems with the N cycling, refer to Pohlert et al. (2005). 
     The model parameters and the upper and lower boundaries used in the multi-objective 
calibration are provided in Table 1. The model parameters marked with an * in the table are 
parameters where the value of the upper soil layer were calibrated and the values for the other 
layers were adjusted in ratio with the upper soil layer (Eckhardt and Arnold, 2001). The 
calibration period was from 1981 to 1986 and the validation period was from 1987 to 1992. 
     We applied both the MOSCEM-UA and the GLUE methodology to the lysimeter data 
within a MATLAB environment. For the MOSCEM-UA algorithm we defined six objective 
functions: Nash-Sutcliffe (NS) index and bias for percolation, actual ET and nitrate leaching. 
In total, we performed 182,000 model runs with MOSCEM-UA. A multi-objective 
calibration based on an aggregated objective function was emulated with the results of the 
MOSCEM-UA algorithm. For the GLUE algorithm, we used the same six objective functions 
with the following thresholds: NS index for percolation and actual ET > 0.7, NS index for 
nitrate leaching > 0.6, bias lower than 50 mm in six years for percolation and actual ET, and a 
bias lower than 50 kg/ha in six years for nitrate leaching. The GLUE analysis was terminated 
when 97 behavioral model runs were found. 
 
Dill Catchment 
     The Dill Catchment is a low mountainous catchment in Germany (Figure 2) with an area 
of 693 km2. The catchment is covered by 30% deciduous forest, 25% coniferous forest, 30% 
pasture, 6% crop land and 9% urban area, as was determined from a composite of Landsat 
TM5-scenes from 1994 and 1995 (Nöhles, 2000). Soil data are available in a 1:50000 soil 
map (HLUG, 1998). For the SWAT simulations, the catchment was divided into 48 subbasins 
and 765 hydrological response units.  
     For the multi-objective calibration of the Dill Catchment, we used MOSCEM-UA coupled 
with a version of SWAT adapted to low mountainous regions in Germany (SWAT-G, Eckhardt 
et al., 2002). One of the main differences between SWAT-G and other versions of SWAT is 
that SWAT-G includes an anisotropy factor between vertical and horizontal saturated 
hydraulic conductivity to account for the strong tendency for lateral flow in this type of 
catchment. SWAT-G was calibrated to three hydrological years of daily discharge 
measurements (1983-1985) available for the gauging station at the catchment outlet and to 
three other stations draining subcatchments of the Dill: Aar (134 km2), Dietzhölze (81 km2) 
and Obere Dill (63 km2). In the multi-objective calibration, we searched for the Pareto 
solutions for the sum of squared residuals (SSR) between measured and modeled discharge 
for the Dill Catchment and the three subcatchments.  
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Figure 2. The Dill Catchment and the three subcatchments. 
 
     We included 11 model parameters in the multi-objective calibration of the Dill Catchment. 
The prior parameter ranges for the automatic calibration are given in Table 2 for each of the 
optimized parameters. The model parameters marked with an * in the table are parameters 
where the value of the upper soil layer of one particular soil were calibrated and the values 
for the other layers and other soils were adjusted according to the change ratio of the upper 
soil layer according to Eckhardt and Arnold (2001). 
 
Table 2. Prior parameter ranges used in the multi-objective calibration of the Dill 
Catchment. 

Model parameter Lower Bound Upper Bound 
Surface runoff lag time (SURLAG, d) 1.000 5.000 
Manning N surface runoff (OV_N, m-1/3s) 0.200 0.500 
Groundwater recession coefficient (ALPHA_BF, d-1) 0.030 0.060 
Delay of groundwater recharge (GW_DELAY, d) 1.000 20.000 
Deep aquifer percolation factor (RCHRG_DP, -) 0.000 0.800 
*Bulk density soil (BD, gcm-3) 1.500 1.600 
Bulk density bedrock (BD, gcm-3) 2.510 2.640 
*Available water content (AWC, -) 0.160 0.200 
*Saturated hydraulic conductivity Soil I (Ksat, mm h-1) 1.000 45.000 
*Saturated hydraulic conductivity Soil II (Ksat, mm h-1) 45.000 85.000 
*Anisotropy factor (ANISO, -) 2.000 8.000 

 
 
Results and Discussion 
 
Lysimeter Data 
     Figure 3 shows the Pareto front between the NS index and the model bias for both the 
percolation and the nitrate leaching at the bottom of the lysimeter. The figure clearly 
illustrates the trade-off between these two performance measures. Parameter sets with the 
highest NS index have a large bias. For both percolation and nitrate leaching, a small 
decrease in the NS index (~0.05 units) resulted in an enormous improvement in the model 
bias. This is due to the well-known fact that the NS index is most sensitive to peaks in the 
observations. Often, attempts to maximize the NS index (or to minimize a sum of squared 
residuals) overemphasize a correct simulation of the peaks at the cost of the model bias. 
Obviously, these results already make a good case for multi-objective calibration and provide 
a good argument against overambitious optimization of a single objective function without 
consideration of other performance measures. 
     Figure 4 shows Pareto fronts between NS indices for different combinations of 
percolation, actual ET and nitrate leaching. This figure shows that there are also strong trade-
offs between the correct simulation of single output fluxes, similar to what was shown in 
Figure 3 for different performance measures and a single output flux. Again, a small decrease 
in the objective function of one output flux can lead to a strong improvement in another 
objective function. This is especially true for the Pareto fronts between the NS index of 
percolation and ET. The other Pareto fronts shown in Figure 4 seem to indicate a more 
gradual trade-off. 
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Figure 3. Pareto front of the NS index against bias for percolation (left) and nitrate 
leaching (right). 
 
     The Pareto fronts shown in Figure 4 can be further examined by taking a closer look at the 
parameters associated with the fronts. For example, in the case of the Pareto front between 
actual ET and N leaching, the simulations with the highest NS index for actual ET are 
associated with very low values of MAX_NUP. A strong limitation of the maximum nitrogen 
uptake will clearly lead to a low NS index for nitrate leaching because too much nitrate will 
be leached from the soil. The highest NS index for N leaching was achieved with a value of 
0.27 kg N/ha for the maximum daily nitrate uptake. The gradual change in the Pareto front of 
ET against N leaching can, amongst other reasons, be explained by the compromise for the 
model parameter MAX_NUP. The low value of MAX_NUP for the highest NS index for ET 
indicates a problem with the evapotranspiration calculations. The model is trying to 
compensate for an overestimation of actual ET by reducing plant growth. This can be due to a 
problem with the input data or the inappropriateness of the Penman-Monteith model for this 
particular locality. 
     Figure 4 also shows the objective function values that would have been obtained with a 
multi-objective calibration based on a single aggregated objective function as defined in 
Equation 1. It should be noted that this is the approach that will be available in the new 
SWAT release. In two out of three cases, the aggregated objective function has resulted in a 
reasonable compromise between the two objective functions. Only in the case of percolation 
and ET does the aggregated objective function seem to result in an awkward compromise. 
This can be explained by the mean and standard deviations of the random model runs that 
define the cumulative probability density function required for normalization in Equation 1. 
Since ET is much more driven by the boundary conditions than the percolation, the initial 
standard deviation of the NS index is much smaller for ET than for percolation. This results 
in a high weight for percolation in the aggregated objective function. Nevertheless, 
aggregation of multiple objectives seems to be a simple method to avoid over-conditioning of 
the calibration on a single objective function. A further advantage of an aggregated objective 
function is that algorithms for global optimization of a single objective function are widely 
available and are usually more efficient than algorithms for multi-objective calibration. 
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Figure 4. Pareto fronts of the NS index between different combinations of percolation, 
actual ET and nitrate leaching. Gray dots indicate optimal model runs for  multi-
objective calibration with an aggregated objective function according to equation 1. 
 
     Table 3 shows the number of behavioral model runs in the GLUE analysis after 
successively considering six objective functions. In total, 157,502 model runs were 
performed that resulted in 97 model runs that satisfied all six performance criteria. The 
percentages indicate that two performance criteria were particularly selective. First, Table 3 
shows that only a small fraction of the model runs that have a NS index higher than 0.7 have 
a model bias lower than 50 mm over the entire calibration period. This corresponds well with 
the results of the analysis which also indicated a strong trade-off between a high NS index 
and a low model bias for percolation. Second, Table 3 shows that runs that provide 
behavioral model runs for percolation and actual ET do not necessarily provide behavioral 
model runs for nitrate leaching. 
 
Table 3. Number of behavioral model runs in the GLUE analysis and the percentage of 
model runs retained after considering six successive performance criteria. 
Total Percolation 

(NS > 0.7) 
Percolation 
(Bias < 50) 

Actual ET 
(NS > 0.7) 

Actual ET 
(Bias < 50) 

N-leaching 
(NS > 0.7) 

N-leaching 
(Bias < 50) 

157502 78568 3145 2545 2048 157 97 
 49.9% 4.0% 80.9% 80.5% 7.7% 61.8% 
 
     Figure 5 shows the uncertainty bounds derived with the GLUE methodology after 
calibration with six objective functions. Although the dynamics of all three variables are 
adequately modeled with SWAT, there are still a considerable number of measurements that 
fall outside of the uncertainty bounds, especially for the actual ET. This must be attributed to 
either model structural uncertainty (error) or input data uncertainty. One might also argue that 
the thresholds that separate the behavioral from the non-behavioral model runs were set too 
ambitiously. Assuming a lower threshold will result in wider uncertainty bounds; however, in 
this case that will not cause the bounds to bracket the measurements, since it was mostly the 
peaks that were not adequately modeled. 
     Figure 6 shows the effect of including extra information in the calibration on the 
uncertainty bounds. In the left panel, the uncertainty bounds after calibration on percolation 
data and the uncertainty bounds after considering all three output fluxes are compared. 
Clearly, the uncertainty bounds for percolation are not strongly influenced by the addition of 
extra information in the calibration. This indicates that SWAT does not have a strong 
feedback between the N cycling and the water cycling. Apparently, it is possible to accurately 
simulate water flow without a correct representation of the nitrogen cycle. This is also 
apparent from the right panel, which shows that there was a wide range of simulated values 
before calibration to the nitrate leaching data (gray area). Only after consideration of the 
nitrate leaching data were the parameters related to nitrogen fluxes somewhat constrained 
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(especially the maximum daily rate of denitrification). The middle panel of Figure 6 shows 
the uncertainty bounds before and after calibration on actual ET data. It can be seen that the 
uncertainty was not strongly reduced after including actual ET data. Apparently, the model 
predictions were already strongly constrained after calibration to the percolation, although the 
dominance of the boundary conditions compared to the influence of the model parameters 
will certainly be important as well. 
 
 

 
 
Figure 5. Uncertainty bounds derived with the GLUE methodology after considering six 
objective functions. 
 

 
 
Figure 6. Uncertainty bounds derived with the GLUE methodology. (left) uncertainty 
bounds after calibration on percolation (gray) and all three fluxes (black). (middle) 
uncertainty bounds after calibration on percolation (gray) and percolation and actual 
ET (black). (right) uncertainty bounds after calibration on percolation and actual ET 
(gray) and all three fluxes (black). 
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Figure 7. (left) Pareto front between sum of squared residuals of the Aar catchment and 
the Obere Dill catchment. (middle and right) Scatter plots of sum of squared residuals 
and model parameters that seem to be different for the two subcatchments. 
 
Dill Catchment 
     Figure 7 shows the results of the multi-objective calibration on the Dill Catchment. This 
preliminary analysis was based on only 3,000 model simulations, which means that some of 
the Pareto fronts have not yet been sampled adequately by the MOSCEM-UA algorithm. 
However, for some objective functions, relationships were already obvious. The left panel of 
Figure 7 shows the trade-off between the sum of squared residuals of the Aar Catchment and 
the Obere Dill Catchment. Clearly, a minimization of the objective function for the Aar 
Catchment will lead to a strong reduction in the quality of the simulations for the Obere Dill. 
The scatter plots in the middle and right panel of Figure 7 point at the reasons for the strong 
trade-off. The parameter sets from the Pareto front with a high normalized saturated hydraulic 
conductivity (Ksat) for soil type II tend to perform well in the Aar Catchment, whereas the 
simulations seem to be better for the Obere Dill when the normalized Ksat for soil type II was 
lower.  The reverse seems to be true for the normalized bulk density of the bedrock layer, 
where low values provide better simulations in the Aar Catchment and high values provide 
better simulations in the Obere Dill. This analysis will be extended once more model runs 
have been completed. The results will be compared to the results of the proxy-catchment test, 
and the multi-objective calibration based on an aggregated objective function that was 
presented by Huisman et al. (2003). 
 
Conclusions 
 
     We have presented two case studies where we applied three different methods for multi-
objective calibration. We hope that the examples convinced the reader that multi-objective 
calibration is a necessity for good automated model calibration. The multi-objective 
calibration method based on the aggregation of multiple objectives in a single value, which is 
implemented in the next release of SWAT, provided a good, but subjective, compromise 
between the different objective functions. 
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Abstract 
 
     This study compares multiple optimization algorithms for the automatic calibration of the 
SWAT2000 model.  The optimization algorithms considered were the Shuffled Complex 
Evolution (SCE), real-valued simple Genetic Algorithm (GA), multi-start Simplex algorithm, 
and Monte Carlo Sampling (MCS) algorithms.  In addition, a new algorithm, developed by 
the authors, called the Global Greedy Search (GGS) algorithm was compared to the popular 
SCE algorithm.  Algorithms were compared for a six and 14 dimensional calibration problem 
of a simple synthetic SWAT2000 model.  Since any modeller that downloads SWAT2000 
can easily replicate these two calibration problems, they form two benchmark calibration test 
problems for consistent testing of calibration algorithms applied to SWAT2000.  Unlike most 
previous studies, all algorithms here were compared so that speed of convergence to their 
final best solutions was clearly presented.  This comparison methodology generalizes 
performance comparison results so that modellers across a wide range of case studies (i.e. 
varying model sizes and computational constraints) can interpret the results that are most 
relevant to their case study.  As shown in the majority of previous studies, the SCE algorithm 
outperforms the Simplex, GA, and MCS algorithms.  However, the new GGS algorithm was 
demonstrated to find comparable or better final solutions than SCE, and GGS found good 
calibration solutions substantially faster than SCE. 
 
Introduction 
 
     Automatic calibration is defined here as an optimization algorithm-based search for a set 
of environmental simulation model parameter values that result in model predictions which 
best match the available measured data for the system being modelled.  The development of 
automatic calibration methods for watershed models like SWAT has been an important 
advancement in environmental simulation modelling and studies have shown the benefits of 
automatic calibration in terms of saving human time (Ajami et al., 2004).  Relatively fewer 
studies, however, demonstrate that superior modeling results (i.e. predictive accuracy) are 
achieved through automatic calibration in comparison to the more traditional watershed 
model calibration approach of manual trial-and-error calibration.  Perhaps for this reason, 
manual calibration remains an acceptable method for model calibration and is often combined 
with automatic calibration optimization algorithms (Hogue et al., 2000).  More importantly, 
the continued persistence of manual calibration is an implicit reminder that model calibration 
is mainly about finding good solutions (parameter sets) rather than the absolute best 
mathematical fit to the measured data (i.e. the optimal solution). 
     Previous automatic calibration studies do not commonly assess how quickly, in terms of 
the number of function or model evaluations, the optimization algorithms approach their final 
best solution.  For example, in the seminal papers for the SCE algorithm (Duan et al., 1993; 
Duan et al., 1992), only the final algorithm solutions after convergence were assessed as to 
whether they had identified the known globally optimal solutions.  Other automatic 
calibration comparison studies show a similar focus on final algorithm solutions and do not 
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report results before the final best solutions are identified (Franchini et al., 1998; Gan and 
Biftu, 1996).  There are two major problems with such an approach.  First, other modellers 
subject to more restrictive case study specific computational constraints (i.e. fewer available 
model evaluations) are not presented with comparisons relevant to their case study.  
Secondly, the ability of algorithms to find good calibration solutions quickly is not assessed.  
Admittedly, the description ‘good solutions’ is rather vague but is roughly defined here to be 
the level of model performance that a typical modeller performing a manual calibration 
would deem acceptable and thus cease the manual calibration efforts.  We believe that human 
and/or computer-modelling time is better directed to additional analyses (i.e. uncertainty 
analysis) after finding good calibration solutions, rather than searching for that final 
improvement in the third decimal place of the coefficient of determination.  In this study, we 
present algorithm performance results in ways that provide more complete information to 
modellers selecting an optimization algorithm for their case study. 
     Many benchmark test functions are easily programmed and widely used in the literature to 
compare optimization algorithm performance (e.g. the Griewank, Hartman, and Rosenbrock 
functions, etc.).  Although there are abundant studies comparing optimization algorithms for 
automatic calibration of watershed models, replicating these case studies (i.e. the model and 
specific case study inputs) so that new optimization algorithms can be compared to old results 
can be time consuming and often impossible without the assistance of the original researchers 
who defined the case study.  Therefore, another purpose of this study is to introduce two 
SWAT2000 model calibration case studies that are easily replicated so that optimization 
algorithm results can be compared between independently conducted studies with confidence. 
     The next section of this paper describes benchmark optimization problems.  Additional 
details for problem replication are in the Appendix.  In the Results and Discussion section, 
we demonstrate simple methods for presenting automatic calibration algorithm comparison 
results that thoroughly summarize multiple aspects of algorithm performance.  Results show 
that although the SCE algorithm is better than most other algorithms, a newer algorithm 
developed by the authors, called the Global Greedy Search (GGS) algorithm, performs nearly 
as well or better than SCE.   
 
Methodology 
 
Case Study 
     This case study uses the readily available Lakefork SWAT2000 example model that is 
available in the AVSWAT2000 GIS Interface download (DiLuzio et al., 2001).  The 
Lakefork model case study can be recreated by following the explicit steps in the Appendix 
that refers to Chapter 15 of DiLuzio et al. (2001).  This benchmark case study was defined so 
that SWAT2000 executed quickly and minimal deviations from the AVSWAT2000 example 
model data set were necessary.  As a result, the two synthetic test problems defined for this 
case study are more of a curve-fitting exercise and do not represent all aspects or 
considerations in a real calibration problem.  Nonetheless, the test problems are relevant 
insofar as a good automatic calibration approach requires an effective curve-fitting 
optimization algorithm.  Future work is needed to produce a real calibration case benchmark 
study. 
     Two calibration test problems were defined and both calibrate to two years of 
synthetically generated monthly outputs at the watershed outlet.  The default values of the 
parameters assigned by AVSWAT2000 (except for the change to PHU inputs listed in the 
Appendix) were the optimal solution for both test problems and the synthetic ‘measured’ data 
was created by simulating the model once under these default inputs.  The synthetic measured 
data time series were recorded with four significant figures, which is how outputs are printed 
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in SWAT2000.  The upper and lower bounds of the parameter values were assigned based on 
the SWAT2000 user manual (Neitsch et al., 2001), the UTIL program, or the ranges of inputs 
listed in the crop database.  In addition, lower bounds were never allowed to be zero since for 
some parameters, zero causes the default value for some parameters to be used.  The original 
SWAT2000.exe file was used to run the model and all parameter modifications and model 
output synthesis were coded in Matlab© to operate on the SWAT input and output files. 
 
Problem 1.  This is a six-dimensional flow calibration problem where the calibration 
parameters for this problem (see Table 1) were selected so that minimal coding was required 
to modify the SWAT model parameters (i.e. free format input and/or one file location of 
parameter input).  This problem is not necessarily a reflection of the six most important 
parameters in SWAT.  The objective for this problem was to minimize the sum of squared 
errors (SSE) for the monthly outlet flows (a global minimum of 0.000). 
 
Problem 2.  This is a 14-dimensional simultaneous flow and sediment calibration problem.  
Calibration parameter ranges and optimal values for this problem are given in Table 2.  
Although more typical calibration parameters were considered in this problem, modifying 
some of these 14 parameters in the input files was not as straightforward as in Problem 1.  
Therefore, when replicating this study, the coding to change some of the parameters should 
be tested to ensure that after multiple parameter modifications, the model predictions at the 
optimal solution always result in the output values listed in the Appendix.  In order to weight 
the flow and sediment calibration equally, the objective for this problem was to maximize the 
sum of the Nash-Suttcliffe coefficients (Nash and Suttcliffe, 1970) for monthly flow and 
sediment at the watershed outlet (a global maximum of 2.000). 
 
Table 1.  Ranges and optimal values of SWAT2000 calibration parameters in test 
Problem 1. 

Short Parameter Name (input file), Long 
Parameter Name 

Lower 
Bound

Upper 
Bound 

Value at 
Optimal 
Solution 

SMTMP (.bsn), Snow melt base temperature (ºC) -5.0 5.0 1.0 
SURLAG (.bsn), Surface runoff lag coefficient 1.0 24.0 4.0 
GW_DELAY (.gw), Groundwater delay time (days) 0.001 500.0 31.0 
ALPHA_BF (.gw), Baseflow alpha factor (days) 0.001 1.0 0.0048 
BIO_E (crop.dat), Radiation-use efficiency 
((kg/ha)/(MJ/m2)) 

25.0 40.0 35.0 

BLAI (crop.dat), Maximum potential leaf area index 3.0 6.0 4.0 
 
Table 2.  Ranges and optimal values of SWAT2000 calibration parameters in test 
Problem 2. 

Short Parameter Name (input file), Long 
Parameter Name 

Lower 
Bound

Upper 
Bound

Value at 
Optimal 
Solution 

TIMP (.bsn), Snow pack temperature lag factor 0.01 1.0 1.0 
SURLAG (.bsn), Surface runoff lag coefficient 1.0 24.0 4.0 
APM (.bsn), Peak rate factor for subbasin sediment 
routing 0.5 1.5 1.0 
PRF (.bsn), Peak rate factor for main channel 
sediment routing 0.5 1.5 1.0 
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SPCON (.bsn), Linear channel sediment 
reentrainment factor  0.0001 0.01 0.001 
SPEXP (.bsn), Exponent channel sediment 
reentrainment factor 1.0 2.0 1.5 
GW_DELAY (.gw), Groundwater delay time (days) 0.001 500.0 31.0 
ALPHA_BF (.gw), Baseflow alpha factor (days) 0.001 1.0 0.048 
BIOMIX (.mgt) A, Biological mixing efficiency 0.1 0.4 0.2 
CN2 (.mgt) A, SCS runoff curve number for moisture 
condition II 79.0 90.0 84.0 
AWC_f (.sol) A & B, Available water capacity factor 0.5 1.5 1.0 
SOL_K_f (.sol) A & C, Saturated hydraulic 
conductivity 0.5 1.5 1.0 
T_OPT (crop.dat), Optimal temperature for plant 
growth (ºC) 20.0 30.0 25.0 
T_BASE (crop.dat), Minimum temperature for plant 
growth (ºC) 8.0 13.0 12.0 

A) Only values in subbasins (or HRUs) 1-13 were calibrated. 
B) The base or default values for AWC were multiplied by the calibration factors 

(AWC_f) to arrive at the .sol input file values.  Base AWC values as fractions for 
HRUs 1-5, 7, 9 and 10 by soil layers (1-5) were [0.12 0.10 0.09 0.16 0.11] and base 
AWC values for HRUs 6, 8, and 11-13 by soil layers (1-4) were [0.12 0.12 0.14 0.11]. 

C) The base or default values for SOL_K were multiplied by the calibration factors 
(SOL_K_f) to arrive at the .sol input file values.  Base SOL_K values in mm/hr for 
HRUs 1-5, 7, 9 and 10 by soil layers (1-5) were [91.00 0.89 0.91 1.70 0.50] and base 
SOL_K values for HRUs 6, 8, and 11-13 by soil layers (1-4) were [91.00 0.13 1.00 
12.00]. 

 
Optimization Algorithms 
     All algorithms used in this study were coded in Matlab and compared to default or 
recommended algorithm parameter settings.  For fair and consistent algorithm comparisons, 
no attempts were made to optimize algorithm parameters for application to this case study.  A 
maximum of 2,500 SWAT model evaluations were used to solve Formulation 1 while a 
maximum of 6,000 were used for Formulation 2. 
     The Monte Carlo Sampling (MCS) algorithm is a uniform random sampling algorithm and 
was applied to help assess the difficulty of the test problems.  MCS was only stopped when 
the maximum iteration (model evaluation) limit was reached.  The multi-start Simplex 
algorithm was based on restarting the Simplex algorithm available in the Matlab (R13) 
optimization toolbox (fminsearch function).  In each optimization trial with multiple restarts, 
once a Simplex algorithm run stopped after converging, another Simplex run was started at a 
randomly selected initial solution.  This was repeated until it was clear that restarting the 
Simplex would not improve the current best solutions.  A penalty function approach was used 
to incorporate the SWAT parameter bound constraints.  The multi-start Simplex was applied 
to determine if the test problems were highly non-convex with many local optimums. 
A simple real-valued Genetic Algorithm (GA) was also tested in this study.  The GA used 
binary tournament selection, single point crossover with two children produced per pair of 
parents, a simple normal random variable mutation operator and elitism.  Based on previous 
experience with this GA, the probability of crossover was set at 1.0, the probability of 
mutation for each decision variable value was 0.04 and the normal random variable for 
mutation added to the current decision variable value had a standard deviation equal to 20% 
of the decision variable range.  The population size and maximum generation limit were set 
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to 26 and 96, respectively, for Problem 1 and 50 and 200, respectively, for Problem 2.  A 
population of 26 was selected for Problem 1 simply to match the population size used by the 
SCE algorithm in Problem 1. 
     The Shuffled Complex Evolution (SCE-UA) algorithm by Duan et al. (1992) was recoded 
in Matlab and used in this study because it has been demonstrated to be effective relative to 
many other optimization algorithms.  The Matlab SCE algorithm was tested against the 
Fortran version of SCE (version 2.2) for consistency on multiple test functions, and was 
found to produce average results that were extremely similar.  The only difference between 
the Matlab and Fortran SCE versions was that the Matlab SCE implementation only stops the 
SCE algorithm when the maximum iteration limit is reached.  SCE default algorithm inputs 
were used here.  Based on recommendations in Duan et al. (1994), the default number of SCE 
complexes was determined to be two for Problem 1 (6 dimensions) and four for Problem 2 
(14 dimensions). 
     The Global Greedy Search (GGS) algorithm is a single parameter optimization algorithm 
developed by Tolson (2005).  GGS is a greedy search algorithm and is not population based.  
Neighbouring solutions are sampled at random and the size of the neighbourhood varies 
dynamically with the number of objective function evaluations.  The GGS neighbourhood 
size parameter was set to the default value of 0.2 for all optimization trials.  Full algorithm 
details were presented at the conference presentation and will be available in a pending 
journal paper. 
 
Results and Discussion 
 
     Algorithm performance results for each problem were compared with two types of plots.  
The first type shows algorithm convergence behaviour and plots the average best solution 
found versus the number of model evaluations.  The average was measured across the 
optimization trials (30) and computed at all numbers of model evaluations (e.g. 2,500 times 
for Problem 1 and 6,000 for Problem 2) for all algorithms except the Simplex.  Simplex 
results by model evaluation were not available and therefore could only be presented at the 
end of each restart (i.e. the average objective function value versus the average number of 
model evaluations).  The second type of plot summarizes the set of best final solutions found 
by each algorithm using an empirical cumulative distribution function (CDF) with a plotting 
position of i/(n+1) where i is the rank and n is the number of optimization trials.  Each 
empirical CDF curve shows the probability that the algorithm will find an equal or better 
objective function value. 
 
Problem 1 
      For Problem 1, 30 optimization trials were performed, each trial consisting of a maximum 
of 2,500 SWAT model evaluations.  The Simplex and GGS algorithms were initialized to the 
same set of 30 uniform random initial solutions.  The GA and SCE were initialized to the 
same 30 initial uniform random population sets.  
     Figure 1 shows the average convergence behaviour of each algorithm.  As expected, MCS 
performed the worst of all five algorithms.  The Simplex algorithm was restarted five times 
and repeatedly converged to non-optimal solutions.  Restarting the Simplex until the 
maximum of 2,500 model evaluations would not have significantly improved Simplex 
results.  The dashed lines between the six points on the Simplex curve are linear 
interpolations.  Clearly, this problem is not convex and has many local minima and therefore 
should be solved with more effective global optimization algorithms.  SCE and GA results in 
Figure 1 are only shown after 26 model evaluations (initial populations evaluated).  SCE 
clearly outperforms the GA and the Simplex for any number of model evaluations.  However, 
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the new GGS algorithm clearly outperforms the SCE algorithm for any number of model 
evaluations.  An SSE of 1.0 in Problem 1 corresponds to a Nash-Suttcliffe coefficient (ENS) 
of 0.999.  Therefore, the term ‘outperforms’ refers to the mathematical rather than practical 
calibration result. 
     The empirical CDFs for the five algorithms are given in Figure 2.  The CDF for each 
algorithm demonstrates the range of objective function values (SSE) found (i.e. clearly shows 
the maximum and minimum SSE values).  For a given SSE value, the algorithm with the 
highest CDF value performs best.  The MCS algorithm is stochastically dominated by the 
Simplex algorithm (as well as the other three algorithms) because for any SSE value, say 
SSE*, the Simplex algorithm has a higher probability of finding an SSE that is equal to or 
better (lower in this case) than SSE*.  The GA, SCE and GGS algorithms stochastically 
dominate the Simplex algorithm.  The SCE and GGS algorithms stochastically dominate the 
GA.  Since the GGS and SCE CDFs intersect in Figure 2, neither algorithm dominates the 
other.  The near vertical line between SSE values of 1.E-02 and 1.E-01 for SCE shows that 
SCE converges early to similar objective function values.  In comparison, GGS does not have 
trouble surpassing this SCE objective function threshold value.  Only the SCE algorithm 
found solutions with SSE less than 1.E-04 (five solutions).   

0.01

0.10

1.00

10.00

100.00

0 500 1000 1500 2000 2500

SWAT model evaluations

SS
E

MCS
Simplex
GA
SCE
GGS

 
Figure 1.  Comparison of algorithm performance for Problem 1.  Average Sums of 
Squared Errors (SSE) over all optimization trials as a function of model evaluations. 
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Figure 2.  Empirical cumulative distribution function (CDF) for best solutions to 
Problem 1 (at the maximum number of model evaluations). 
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Problem 2 
     For Problem 2, 30 optimization trials were performed with each consisting of a maximum 
of 6,000 SWAT model evaluations.  The Simplex and GGS algorithms were initialized to the 
same set of 30 uniform random initial solutions.  The GA and SCE had different population 
sizes and were therefore initialized to different uniform random population sets. 
     Figure 3 compares the average convergence behaviour of all five algorithms.  Results are 
very similar to Problem 1 in terms of algorithm ranking.  MCS is the worst algorithm, 
followed by the Simplex and the GA.  As in Problem 1, the Simplex in Problem 2 was only 
restarted five times since it was apparent that further improvements in the objective function 
were not likely.  After 6,000 model evaluations, SCE produced the highest average objective 
function value (1.998) while GGS was very close behind with an average of 1.997.  However, 
for any fewer than 2,500 model evaluations, GGS performed substantially better than SCE 
(i.e. by up to 0.03 or 0.04 objective function units).   
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Figure 3.  Comparison of algorithm performance for Problem 2.  Average objective 
function value (Flow ENS + Sediment ENS) over all optimization trials as a function of 
model evaluations. 
 
The empirical CDFs for the five algorithms are given in Figure 4.  Figure 4A shows only the 
MCS, Simplex, GA and SCE algorithm CDFs while Figure 4B shows the GGS and SCE 
CDFs.  As in Problem 1, SCE stochastically dominates the GA, Simplex and MCS 
algorithms.  Figure 4B shows that SCE more reliably finds objective function values greater 
than 1.996 in comparison to GGS.  However, only the GGS algorithm found solutions better 
than 1.999. 
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Figure 4.  Empirical cumulative distribution function (CDF) for best solutions to 
Problem 2 (at maximum number of model evaluations). 
 
Discussion 
 
     Presenting automatic calibration algorithm performance comparisons using the 
convergence and CDF plots demonstrated in Figures 1 through 4 provides general 
information that can be interpreted by future modellers to determine the algorithm that 
appears best suited to their case study.  Convergence plots like Figures 1 and 3 allow 
modellers to interpret results at the computational scale that is feasible for their case study.  
CDF plots like Figures 2 and 4 allow modellers to make even more informed decisions based 
on their specific objective function value targets. 
     For example, if a SWAT modeller was constrained to less than 2,500 model evaluations 
for a calibration problem with about 14 parameters, based on Figure 3, they would select the 
GGS algorithm for their automatic calibration.  However, if the same modeller was not 
constrained by time and wanted to find the best possible solution (i.e. the 0.001 difference in 
average GGS and SCE objective function values at 6,000 function evaluations in Figure 3 
was judged to be practically significant), then based only on Figure 3, the modeller would 
select the SCE algorithm for automatic calibration.  Figure 4B presents results in a way that 
enables more informed decision-making for this same modeller.  For example, if the modeller 
considered that any calibration yielding an objective function > 1.996 was calibrated 
adequately for all practical purposes, then that modeller would definitely want to use SCE 
because only SCE always achieved solutions > 1.996. 
     We believe the GGS algorithm is a promising alternative to SCE for automatic calibration.  
When GGS is observed to be better than SCE, the difference in performance is quite 
significant (See Figures 1 and 3), however, when SCE is better than GGS (as after 6,000 
model evaluations in Figure 3), the difference is not significant from a more practical 
calibration perspective.  We have observed extremely similar results for multiple real 
calibration case studies and multiple optimization test functions of various dimensions.  
Additional results presented at the conference show that for the Cannonsville Watershed 
SWAT2000 case study (Tolson and Shoemaker, 2004), which is a real calibration study; the 
GGS algorithm performs significantly better than the SCE algorithm. 
 
Conclusions 
 
     This paper demonstrates two simple ways of graphically comparing algorithm 
performance.  These comparisons generalize results so that modellers across a wide range of 
case studies (i.e. varying model sizes and computational constraints) can interpret the results 
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that are most relevant to their case study and their calibration goals.  In comparison to the 
popular SCE algorithm, the GGS algorithm was demonstrated to be an attractive alternative 
optimization algorithm for automatic calibration.  In addition to the comparable or better 
algorithm performance results, GGS is much simpler and thus easier to code than SCE.  
Furthermore, unlike SCE, the only GGS algorithm parameter does not have to be modified as 
the dimension of the problem changes.  Overall, the much quicker convergence of GGS to 
good calibration solutions in comparison to SCE demonstrates that GGS will be more 
effective than SCE for case studies where time and/or computational resources are limited 
and the SCE algorithm is not allowed to run to convergence. 
     We hope that in the future, additional real SWAT calibration studies (i.e. with actual 
measured calibration data) will be available as automatic calibration benchmarks.  Synthetic 
test calibration problems do not, by themselves, form an adequate test problem suite in which 
to compare various optimization algorithms for automatic calibration.  We believe it is 
important that this model benchmarking is extended to SWAT sensitivity and uncertainty 
studies.  Although the results and methodology in this study are particularly relevant to the 
SWAT model, they are also just as relevant to the calibration of any mathematical simulation 
model. 
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Appendix 
 
     The following steps detail how to recreate the base SWAT2000 input files so that the 
exact calibration case studies can be replicated in order to reliably compare additional 
algorithm performance. 

1. Download the 3/11/2002 version of the AVSWAT2000 interface from the SWAT 
website.  Note that the previous version will not produce the exact same case study 
input files. 

2. Install the AVSWAT2000 interface. 
3. Go to chapter 15 in the interface manual and create the example Lakefork model 

(based on instructions in Section 15.1.1 through 15.1.6). In addition, do the following: 
a) Skip steps 18 and 19 in Section 15.1.1 (do not add manual subbasin outlets). 
b) After running SWAT (section 15.1.6), modify the PHU inputs as follows: 

• Edit Input / Subbasins data / Select Subbasin 1 / Select .Mgt Input file 
- Edit the ‘Plant/begin growing season’ Operation 
- Change HEATUNITS input to 2039.000; click Save; click OK; Extend 

the same data set to: select Subbasins 1, 2, 6, 8, 11, 12, 13; select Soils 
TX633, TX620; click OK; 

• Continue to edit subbasin data: Select Subbasin 3 / Select .Mgt Input file 
- Edit the ‘Plant/begin growing season’ Operation 
- Change HEATUNITS input to 2060.950; click Save; click OK; Extend 

the same data set to: select Subbasins 3, 4, 5, 7, 9, 10; click OK; 
• Continue to edit subbasin data: Select Subbasin 15 / Select .Mgt Input file 

- Edit the ‘Plant/begin growing season’ Operation 
- Change HEATUNITS input to 2039.000; click Save; click OK; Extend 

the same data set to: select Subbasins 15, 16; click OK; click Exit 
c) Simulation / Run SWAT / click Run SWAT / click NO to read results 

4. Now look for the folder containing ASCII text I/O files (something like 
C:\AVS2000\lakefork\scenarios\default\txtinout) 

5. Copy the txtinout folder to a new location called ‘basemodel’ (or any other name). 
6. Locate the SWAT2000.exe file (version with timestamp of 8/31/2001) from the 

‘AvSwatPr’ folder.  Copy and paste SWAT2000.exe in your ‘basemodel’ folder.  
7. Now the ‘basemodel’ folder contains all the necessary case study model input files. 

Run the model from the ‘basemodel’ folder by double-clicking on the exe file. 
8. Open the output.std file and locate the ‘AVE ANNUAL BASIN VALUES’ section 

and check that your outputs are precisely the following: 
• PRECIP=1256.8 MM, SURFACE RUNOFF Q=374.10 MM, TOTAL WATER 

YLD=455.97 MM, ET=735.7 MM, TOTAL SEDIMENT LOADING=2.504 
T/HA 

• ORGANIC N=3.989 KG/HA, ORGANIC P=0.488 KG/HA, NO3 YIELD 
(SQ)=0.957 T/HA, SOL P YIELD=0.021 KG/HA 

9. If your outputs are the same, then you have successfully recreated the benchmark case 
study model files.  If not, see the discussion below. 
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The base model used in this work was recreated on computers with multiple processors and 
multiple Windows operating systems, each of which had Arcview© 3.2 and Spatial Analyst 2 
software installed.  Should the case study creation steps above fail to produce the output in 
Step 8 above, consider the following actions in order: 
• First, check if the SWAT website has the benchmark Lakefork model input files and 

8/31/2001 SWAT2000.exe available to download. 
• If that fails, contact the first author directly to get a copy of the benchmark model input 

files. 
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Abstract 
 
     Due to uncertainty in model inputs, accurate and realistic rainfall-runoff simulations 
require structure and observations calibration of the model parameters.  A goal of any 
operational model, like SWAT, is to make extrapolations to ungauged sites and/or to 
alternative scenarios of land use and climate change.  For such applications, a case-specific 
parameter optimisation is not always possible and a regionalisation strategy is needed.  In this 
research, six regionalisation strategies for the water quantity module of SWAT are compared 
with application to 25 subcatchments of the Scheldt River Basin.  The strategies under 
consideration are: (1) use of SWAT defaults, (2) use of average parameter optima for the 
entire study region, (3) linking parameters to physical catchment descriptors by linear 
regression, (4) linking parameters to physical catchment descriptors with artificial neural 
nets, (5) delineating zones with a uniform parameterisation following a parameter-per-
parameter analysis, and (6) delineating zones based on the parameter set as a whole.  The 
analysis is limited to the seven most sensitive parameters.  The linking of parameters to 
physical catchment descriptors by linear or non-linear models results in the highest model 
efficiency for daily streamflow simulations, which was completed for more than 60% of the 
examined catchments.  The delineation of zones based on the parameter set as a whole is the 
preferred regionalisation strategy for almost 25% of the analyzed catchments.  The use of 
SWAT defaults or region-wide average parameter values considerably lowers the model 
performance, in particular for the simulation of baseflow.  In general, long-term average 
flows are better reproduced than daily streamflow.  This trend is more pronounced for the 
poorest performing strategies, so that the difference in performance of the parameter 
regionalisation strategies is small for the simulation of 10-year average flows. 
 
 
Introduction 
 
     According to Klemes (1986) model results can be used either as research tools to increase 
our knowledge about hydrological processes or to support the formulation of policies and 
regulations. In the first case, study areas are selected as a function of data availability. For 
practical model applications, study areas are generally predefined and often data for a site-
specific optimisation of model parameters are not available. When modelling the impact of 
hypothetical scenarios of land use or climate change, parameters for post-change conditions 
are never available. Since SWAT is designed for applied modelling, particularly for the 
simulation of land use impacts, the question of how the parameters of the SWAT can be 
quantified in ungauged catchments or under an altered environmental setting arises. Do 
default parameter values deliver a reliable model output in this case; or does one need a more 
advanced parameter regionalisation strategy?  
     Parameter regionalisation is a procedure for deriving parameter estimates from previous 
model applications to gauged catchments. Despite this fact, this technique was applied a few 
decades ago (e.g., Magette et al., 1976, James, 1972), and is still an actual topic in applied 
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hydrological modelling (e.g., Croke et al., 2004; Hundecha and Bárdossy, 2004; Kokkonen et 
al., 2003, Mwakalila, 2003). There exists a wide variety of regionalisation techniques. Some 
techniques predict parameter values based on the location of a catchment; others link model 
parameters to catchment attributes like average slope, area, and shape of the catchment. For 
each of these two categories, the regionalisation scheme can either be continuous or 
discontinuous. Continuous schemes can be obtained by kriging or by regression analysis 
using catchment attributes as inputs. Discontinuous schemes can be constructed by 
delineating spatial zones or intervals of certain catchment attributes wherein a given 
parameter value or parameter set is valid.  
     The aim of this paper is to compare the performance of different parameter regionalisation 
strategies for the water quantity module of the SWAT model with application to 25 subbasins 
in the Flemish part of the Scheldt River Basin. Specific objectives are (I) to assess whether 
SWAT defaults fit Flemish conditions, and (II) to quantify the impact of different parameter 
regionalisation strategies on the accuracy of the model output at different temporal scales 
(daily, monthly, and yearly streamflow).  
 
 
Methodology 
 
Study Area  
     The Flemish part of the Scheldt River Basin has a temperate climate with an average 
yearly rainfall of 813 mm, an average July temperature of 16°C and an average January 
temperature of 2°C. Precipitation is evenly distributed over the year. Regionalisation schemes 
were constructed based on SWAT simulations of 25 catchments, varying in size between two 
and 210 km². Catchments in the northern part of the study area are flat and mostly covered by 
sandy soils. The groundwater table occurs at relatively shallow depth. The most common 
land use types are pasture and forest. The topography of the southern part of the study area is 
rolling hills covered by fine-textured soils. The groundwater table is situated at greater depths 
as compared to the northern subbasins. Most of the area is used as cropland (mainly winter 
wheat and maize). Despite the occurrence of a few larger urban centres, the catchments used 
for the construction and evaluation of the regionalisation schemes did not contain large cities. 
In other words, the resulting schemes are only applicable to rural catchments with limited 
built-up areas.  
 
Model Set-up  
     Model inputs were gathered from existing databases: climatic data were obtained from the 
RMI (Royal Meteorological Institute of Belgium), daily streamflow measurements for the 
period 1990-2001 from the Flemish Environmental Administration (AMINAL), and digital 
elevation data from the National Geographical Institute (NGI). Digital land use and soil maps 
are distributed by the Flemish Land Agency (VLM). Basic soil attributes were derived from 
the AARDEWERK database (Van Orshoven et al., 1993). Soil hydraulic parameters were 
calculated from these basic attributes using the pedo-transferfunctions of Vereecken et al. 
(1990).  
     A sensitivity analysis and preliminary model run identified seven model parameters that 
need to be adjusted to reach acceptable model behaviour: GW_REVAP, REVAPMN, 
ALFA_BF, GW_DELAY, SOL_AWC, SOL_K and CN2. GW_REVAP, REVAPMN, 
ALFA_BF and GW_DELAY mainly influence base flow simulation, whereas CN2 , SOL_K 
and SOL_AWC primarily affect surface runoff formation. Table 1 summarises the minimum, 
maximum, and average value of the seven most sensitive parameters as used for the 
regionalisation of the 25 catchments. CN2 and the soil hydraulic properties were estimated 
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with the curve number table (USDA SCS, 1972) and with pedo-transfer functions (Vereecken 
et al., 1990), respectively. Because these parameter estimates are known to be error-prone, 
the estimates were optimised in the calibration. The correction factors were assumed constant 
for all soil types and soil horizons to facilitate the parameter optimisation process. For the 
same reason, GW_REVAP, REVAPMN, GW_DELAY and ALFA_BF were considered as 
constants within every catchment. 
 
Table 1. SWAT parameters adjusted in the model calibration, including the minimal, 
maximal and average parameter optima for the 25 catchments under study and the 
name of the input file where these parameters are specified. For SOL_AWC, SOL_K 
and CN2, ‘optimal values’ are expressed as correction factors. 
Parameter Input file Minimum Maximum Average 
ALPHA_BF .gw 0.15 0.46 0.28 
GW_REVAP .gw 0.1 0.18 0.14 
REVAPMN .gw 0 45 12 
GW_DELAY .gw 10 31 18 
SOL_AWC .sol -2 21 8 
SOL_K .sol -5 25 8 
CN2 .mgt  -16 24 4 
 
The seven selected parameters were calibrated manually for all catchments using daily 
discharge data for the period 1990-1995. Daily streamflow data for the period 1996-2001 
were used for model validation. The following objective functions were used: (1) 
maximisation of the Nash and Suttcliff (1970) model efficiency for daily streamflow 
simulation, and (2) minimisation of the deviation of simulated yearly flow components with 
the components obtained from measured streamflow records with the filter developed by 
Arnold et al. (1995). 
 
Regionalisation of Model Parameters  
Six different parameter regionalisation strategies were considered: 
(1) use of the default values provided by SWAT: this can be considered as the baseline 

scenario; 
(2) use of average parameter optima for the entire study region (last column of Table 1);  
(3) linking parameters to catchment attributes with multiple linear regression; 
(4) linking parameters to catchment attributes following a non-linear scheme (implemented 

with artificial neural networks); 
(5) delineating zones with a uniform parameterisation following a parameter-per-parameter 

analysis; and 
(6) delineating zones based on the parameter set as a whole. 
 
     Details about the construction of the attribute-based regionalisation schemes (3) and (4) 
can be found in Heuvelmans et al. (2005). A preliminary list of physical catchment 
descriptors that could be used as inputs for the regionalisation schemes was composed based 
on the available data and the physical meaning of the model parameters. The following 
factors were considered: catchment morphology and physiography, land use, including the 
spatial distribution of land use within a sub-catchment, texture of the soil profile and 
substrate, and the depth at which the shallow aquifer occurs. A correlation analysis was 
carried out to assist the selection of input variables for the regionalisation. The regionalisation 
schemes based on ANNs and regression equations were then constructed stepwise to find the 
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optimal amount and combination of input variables. The final form of these schemes were as 
follows: 

- GWREVAP and REVAPMN = f(slope, shallow aquifer, %forest, %sand)  
- GW_DELAY = f(slope, clay subsoil, shallow aquifer) 
- ALFA_BF = f(elongation, shallow aquifer, slope) 
- SOL_K and SOL_AWC = f(slope, %forest) 
- CN2 = f(drainage density, %forest in buffer area) 

Table 2 explains the meaning of the input variables of the attribute-based regionalisation 
schemes. 
     Details about the construction of the location-based regionalisation schemes (5) and (6) 
can be found in Heuvelmans et al. (2004). Spatial zones with a uniform parameterisation 
were delineated with a hierarchical clustering algorithm. In the single parameter approach, 
two to four zones were delineated for every parameter. In the parameter set approach, the 
study area was subdivided into three zones wherein a certain parameter set was valid. 
 
Table 2. Definition and magnitude of the physical catchment descriptors used for 
calculating the SWAT model parameters. 
Physical 
catchment 
descriptor 

Definition Min Max 

Slope Average slope of the catchment (%) 0.18 2.81 
Drainage density Length of rivers and drainage channels per unit 

area (km/km²) 
0.57 1.75 

Elongation The ratio of the diameter of a circle having the 
same area as the catchment, to the catchment 
length 

0.52 1.02 

Forest % of the area covered with forests 0.36 43.05 
Forest buffer % of the area in a 100 m buffer surrounding the 

stream network, covered with forests 
0.6 53.17 

Shallow aquifer % of the area with a permanent aquifer at <2m 
depth 

0 33.15 

Clay subsoil % of the area with a clay substrate at <2m depth 0 29.9 
Sand % of the area with sand as topsoil texture 0 80.38 
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Results 
 
Suitability of Default Parameter Values for Flemish Conditions 
     The upper part of Figure 1 shows the model efficiency obtained with default SWAT 
parameters for Flemish catchments. The resulting model efficiencies varied significantly 
throughout the region. In the central part of Belgium, characterised by a rolling relief and 
fine-textured soils, SWAT defaults gave an acceptable model behaviour for some of the 
simulated catchments, with model efficiencies for daily and monthly streamflow simulation 
slightly higher than 0.6.  In the north, west, and east, the model performance was 
unacceptable for all catchments (lower than 0.4). The simulation for baseflow was more 
problematic than the simulation for peaks; baseflow volumes were generally overestimated.  
     The spatial pattern of model efficiencies obtained with site-specific parameter optima, 
depicted in the lower part of Figure 1, resembles the pattern obtained with the default 
parameters: catchments in the central part generally had higher model efficiencies. However, 
after calibration, an acceptable model fit was attained for all catchments. The increase in 
model efficiency due to the use of local parameter optima amounts were on average around 
0.3 for monthly flows and 0.4 for daily flows. For the catchments in central Belgium, the 
increase in model performance after calibration was larger for daily than for monthly flows. 
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Figure 1. Model efficiency for daily and monthly stream flow simulation using default 
parameter values and site-specific parameter optima. 
 
Using Parameter Regionalisation Schemes to Predict the Streamflow Regime 
     Figure 2 indicates the average model efficiency for the 25 studied areas for daily, monthly, 
and yearly streamflow simulation using the six considered parameter regionalisation 
strategies for the validation period 1996-2001. Figure 3 presents the relative deviation of the 
simulated flow components from the ones derived with the filter. Because the filter 
parameters could not be optimised with respect to locally observed data, the filter results 
should be treated as ‘orders of magnitude’ instead of exact values. Therefore, only the 
relative error of yearly and 10-year average flows was considered in this study. 
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Figure 2. Average model efficiency for the 25 study catchments using six different 
parameter regionalisation strategies. 
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Figure 3. Average deviation of simulated flow components from filtered components for 
the 25 studied areas using six different parameter regionalisation strategies. 
 
     The linking of parameters to physical catchment descriptors by non-linear models resulted 
in the highest average model efficiency for daily, monthly, and yearly streamflow simulation. 
For more than 60% of the catchments, these attribute-based regionalisation schemes 
outperformed all other strategies for most objective functions.  The delineation of zones 
based on the parameter set as a whole was the preferred regionalisation strategy for almost 
25% of the studied catchments (Figure 4).  The term ‘preferred’ means in this context that the 
average performance of the different objective functions (model efficiency for daily and 
monthly streamflow observations and relative error of yearly and 10-yearly flow 
components) was the highest for these strategies. The use of default parameter values led to 
inaccurate predictions, as demonstrated previously. Region-wide average parameter values 
delivered better results than the defaults, but baseflow simulations remained problematic. 
Long-term average flows were generally better reproduced than daily flows, especially for 
the poorest performing regionalisation strategies. Hence, at first sight the errors due to the 
simple parameter estimation strategies do not accumulate over time. 
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Figure 4. Preferred parameter regionalisation strategy for the 25 studied catchments (in 
% of the catchments).  A regionalisation strategy is preferred for a certain catchment if 
it results in the highest average score for four criteria: model efficiency for daily and 
monthly stream flow simulations, and reltive error of yearly and 10-yearly flow 
components. 
 
 
Discussion 
 
Default Settings versus Advanced Parameter Regionalisation Strategies 
     Despite the fact that acceptable model efficiencies were attained for some catchment 
areas, the default parameter values provided by the SWAT do not particularly suit Flemish 
conditions. A site-specific model calibration or a regionalisation of parameter estimates is 
therefore desired. For the northern part of the study area, the overestimation of baseflow with 
default settings (left part of Figure 5) was mainly due to an inadequate parameterisation of 
the REVAP process, i.e. the transfer of water between the shallow aquifer and root zone. The 
amount of REVAP was underestimated with default parameter values, hence 
evapotranspiration volumes were underestimated and too much water was diverted to the 
river network as baseflow. Because the attribute-based regionalisation models expressed the 
REVAP parameters as a function of the presence of a water table at shallow depth, baseflow 
simulation was considerably enhanced. The zones delineated in the single parameter and the 
parameter set approach more or less coincided with this catchment attribute, explaining why 
these strategies also led to accurate baseflow predictions.   
     Using the default settings, the total flow volumes were well-predicted for catchments in 
central Belgium, but the timing and the steepness of baseflow recessions were less correct 
(right part of Figure 5). As a consequence, the efficiency for model streamflow prediction 
was acceptable but the efficiency for daily stream flow prediction proved doubtful. The 
attribute-based regionalisation models took the shape of the catchment and subsoil properties 
into account for the estimation of GW_DELAY and ALPHA_BF, two parameters that 
influence baseflow recession. This considerably improved the accuracy of daily streamflow 
simulation.  
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Figure 5. Typical simulation results when using default model settings in the northern 
part of the study region (left figure) and in central Belgium (right figure). 
 
Attribute-based versus Location-based Parameter Regionalisation 
     The difference in model performance between attribute-based and location-based 
regionalisation strategies was small, with a slightly better performance for the attribute-based 
regionalisation schemes. This conclusion was opposite to the findings of Merz and Blöschl 
(2004). According to that study, a location-based regionalisation scheme delivered more 
accurate predictions than an attribute-based model. Previous studies tend to indicate that the 
relative performance of parameter regionalisation methods is application-specific. The model 
structure, the objective of the study, and the characteristics of the study area can affect the 
outcome.  
 
Model Structure 
     The SWAT model has a clear physical basis and most model parameters relate to one 
distinguishable hydrological process. Contrary to the SWAT parameters, parameters of 
conceptual models are often lumped representations of the real-world processes. It is likely 
that lumped parameters are more difficult to relate to catchment attributes because they may 
depend on many catchment attributes. Moreover, the effect of one catchment attribute may 
depend on the value of the other attributes. This problem also arises for the parameters of 
SWAT, but to a lesser degree. In the case of SWAT, an attribute-based regionalisation can be 
regarded as a one-to-many projection, with one process linked to many attributes. Similarly, 
an attribute-based regionalisation of conceptual model parameters can be presented as a 
many-to-many projection, with many processes (jointly represented by one parameter) linked 
to many attributes. The latter is far more complex than the one-to-many projection, and 
consequently, less likely to yield a useful parameter regionalisation model. 
 
Objectives of the Model Application 
     Attribute-based and location-based regionalisation models differ with respect to their 
potential fields of application. Both techniques can be used in the study area for estimating 
model parameters of ungauged catchments. However, the location-based model is easier to 
use because it does not require any additional inputs, whereas for the attribute-based scheme 
the inputs need to be derived from (generally available) spatial data. In addition to the 
parameterisation of ungauged basins, parameter regionalisation schemes can be used to 
represent the spatial variability in parameter optima in a semi-distributed model application. 
When a model is applied in semi-distributed mode, non-measurable parameters are often 
assumed spatially invariant for the sake of simplicity and because data for a semi-distributed 
parameter specification are lacking. Regionalisation models can be used to derive parameter 
estimates for ungauged subbasins in this case, leading to a better implementation of the semi-
distributed modelling concept. As previously stated, the location-based regionalisation is 
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better suited for this field of application than the attribute-based approach. It not only 
provides parameter estimates for a given catchment discretisation, but it also indicates which 
zones have significantly different parameter optima. In other words, it can serve as a 
guideline for determining an appropriate level of catchment discretisation. The major 
advantage of the attribute-based regionalisation is that it can also be used outside the 
conditions for which it was constructed. For example, it can be used to estimate model 
parameters for alternative land use scenarios or for the modelling of ungauged basins outside 
the studied area. Of course, the reliability of the regionalisation schemes is questionable for 
conditions that lie outside the range of the conditions of the catchments used for the 
construction of the schemes. For modelling the impact of climate change, attribute-based 
schemes must be derived for a larger area, covering the future climate that one would like to 
model. Parameter regionalisation schemes are known to perform rather poorly if applied in 
catchments with climatic conditions that are under-represented in the dataset used for the 
construction of the regionalisation model (e.g., Abdulla and Lettenmaier, 1997). 
 
Characteristics of the Study Area 
     The northern part of Belgium is a very heterogeneous region in many respects. There are a 
wide variety of soil types, not only between the catchments but also within a catchment. 
Almost all land use types occur in every part of the studied region, albeit in different 
proportions. Consequently, it is hard to divide the region into sub-regions with unique 
(hydrological) features. Parameter optima vary significantly over short distances while at the 
same time one parameter set may suit several distinct locations within the region. This might 
explain why in this study, a location-based regionalisation model was less successful than the 
attribute-based model. 
 
Conclusions 
 
     Based on a data set of 25 small catchments in the Scheldt River Basin, attribute-based 
(linear and non-linear) and location-based (single parameter zones or parameter set zones) 
regionalisation strategies were derived. Comparison of the model efficiencies for these 
different parameter regionalisation strategies indicated that attribute-based regionalisation 
was the preferred regionalisation strategy for most catchments. However, the difference in 
model performance between attribute-based and location-based schemes was small. Both 
strategies performed considerably better than the use of region-wide average values or the use 
of SWAT defaults. The latter technique still delivered acceptable model behaviour in the 
central part of Belgium, but tended to overestimate baseflow volumes for catchments located 
in the north, east, and west portions of the study area. Therefore, it can be concluded that 
default parameters do not fit Flemish conditions. The use of a more advanced parameter 
regionalisation strategy, either based on location or on physical catchment descriptors, is 
recommended. The exact nature of the best performing parameter regionalisation strategy 
(linear attribute-based, non-linear attribute-based, single parameter zones and parameter set 
zones) depends on the objective of the study, the characteristics of the study area and the 
model structure. In this study, the non-linear attribute-based regionalisation was preferred. 
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Abstract 
 
     A very exhaustive study was conducted as part of the National Communication (NATCOM) 
project undertaken by the Ministry of Environment and Forests, of the Government of India to 
quantify the impact of climate change on the water resources of India using a hydrological 
model. The study uses the HadRM2 daily weather data to determine the control (present) and 
GHG (future) water availability in space and time. A distributed hydrological model, namely the 
Soil and Water Assessment Tool (SWAT) has been used on major river basins of the country. 
The framework predicts the impact of climate change on the water resources with the assumption 
that the land use shall not change over time and any manmade changes like dams, diversions, etc. 
have not been incorporated. A total of 40 years of simulation over 12 river basins of the country 
(leaving out only two major river systems, the Brahmputra and Indus) have been conducted, 20 
years were devoted to control (present) and the remaining 20 years devoted to the GHG (future) 
climate scenario. Each river basin has also been further subdivided into reasonable sized sub-
basins so as to account for spatial variability. It has been observed that the impacts of climate 
change are not uniform over the country and are varying across the river basins as well as across 
sub-basins. The initial analysis revealed that the GHG scenario may deteriorate the conditions in 
terms of severity of droughts and intensity of floods in various parts of the country and that there 
is a general reduction in the quantity of the available runoff under the GHG scenario. This paper 
presents the detailed analyses of two river basins with maximum effect with respect to drought 
and floods.  
 
Introduction 
 
     Water is a very precious natural resource and very complex to manage. The complexity has 
further increased due to the possible impacts of global climate change being predicted. The 
general impacts of climate change on water resources have been identified by the Third 
Assessment report of the Intergovernmental Panel on Climate Change, (IPCC, 2001). It indicates 
an intensification of the global hydrological cycle, affecting both ground and surface water 
supply for domestic and industrial uses, irrigation, hydropower generation, navigation, in-stream 
ecosystems and water-based recreation. Changes in the total amount of precipitation as well as in 
its frequency and intensity have also been predicted, which shall in turn affect the magnitude and 
timing of runoff and soil moisture status. The coping capacity of the societies shall vary with 
respect to their preparedness. The countries with integrated water-management systems may 
protect water users from climate change at minimal cost, whereas others may have to bear 
substantial economic, social, and environmental costs to do the same. 
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Thus, the climate change impacts are going to be most severe in the developing world, because 
of their poor capacity to cope with and adapt to climate variability. India falls into this category. 
At the national level there has not been any significant work on the climatic change impact 
assessment on water resources. The general philosophy of the implications of climatic change on 
the water resources of India has been discussed by Lal (2001). A general projection of the water 
resource demand for 2050 has been worked out by the Central Water Commission, without 
consideration for the possible impact of climate change (Thatte, 2000). Therefore, in a real sense 
the NATCOM study (Gosain et. al., 2003) was the first attempt to quantify the impact of the 
climate change on the water resources of the country. This paper presents detailed results of the 
study on two extreme river basins affected with respect to the drought and flood severities due to 
climate change. 
 
Methodology 
 
     The SWAT water balance model has been used to carry out the hydrologic modeling of the 
river basins of the country. The SWAT model (Arnold et al., 1998), developed by the 
Agricultural Research Service, Blackland, Texas, USA, simulates the hydrologic cycle in daily 
time steps. The SWAT model has the capability to route water from individual watersheds, 
through the major river basin systems. SWAT is a semi-distributed, continuous, daily time step 
hydrological model with an ArcView GIS interface (AVSWAT) for pre- and post-processing of 
the data and outputs.  
     This study determines the present water availability in space and time without incorporating 
any manmade changes like dams, diversions, etc. The same framework is then used to predict the 
impact of climate change on the availability of water resources (future) with the assumption that 
the land use shall not change over time. 
 
Data Used for Study 
 
     The SWAT model requires the data on terrain, land use, soil, and weather for assessment of 
water resources availability at desired locations of the drainage basin. These data (1:250,000 
scale) for all river basins barring Brahmaputra and Indus have been used. The data used for the 
modeling includes a Digital Elevation Model (DEM) generated using contours taken from 
1:250,000 scale, Classified land cover data of 1 km grid cell size produced using remote sensing 
by the University of Maryland Global Landcover Facility (Hansen et al., 1999), FAO Digital Soil 
Map of the World and Derived Soil Properties (ver. 3.5, November 1995) with a resolution of 
1:5,000,000 (FAO, 1995). The data generated in transient experiments by the Hadley Centre for 
Climate Prediction, U.K., at a resolution of 0.44° latitude X 0.44° longitude grid points (depicted 
in Figure 1) has been obtained from IITM (Indian Institute of Tropical Meteorology), Pune, 
India. The daily weather data on temperature (maximum and minimum), rainfall, solar radiation, 
wind speed, and relative humidity at all the grid locations were processed.  
 
Delineation of the River Basins 
     Automatic delineation of each of the river basins was accomplished by using the DEM as 
input and the final outflow point on the river basin as the final pour/drainage point. Figure 1 
depicts the modeled river basins (automatically delineated using GIS).  
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     The river basins have been divided into sub-basins depending on the selection of the threshold 
value. Table 1 presents the threshold values used in the process of automatic delineation. It also 
provides the number of sub-basins the river basin was divided into as a result of this threshold. 
The total area of the river basin, as obtained from the automatic delineation, has also been 
provided. The threshold is subjective and is selected iteratively to divide the basin into number of 
sub-basins. The idea was to account for the spatial variability. But there has to be some tradeoff 
between the sub-division and the data on other elements that dictate the hydrology such as land 
use and soil information. 
 
Table 1. Some of the basic details of the basins analyzed in the study. 
S. No. Basin Threshold Value Used 

(ha) 
Number of Sub-
basins 

Total Area 
(ha) 

1. Brahmani 99,700 19 4,999,399 
2. Cauvery 350,000 11 6,467,199 
3. Ganga 2,000,000 29 87,180,000 
4. Godavari 600,000 27 30,003,299 
5. Krishna 600,000 21 24,647,200 
6. Luni 750,000 9 12,793,400 
7. Mahanadi 400,000 21 14,027,300 
8. Mahi 100,000 13 3,579,000 
9. Narmada 350,000 15 9,765,000 
10. Pennar 200,000 11 5,524,600 
11. Sabarmati 48,900 8 1,668,026 
12. Tapi 200,000 13 6,853,799 
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Figure 1. The modeled river basins of the Indian Sub-continent. 
 
 
Hydrologic Modeling of the River Basins 
 
     The SWAT distributed hydrologic model has been used on each of the river basins given in 
Table 1. The basins have been sub-divided using the threshold values given in Table 1. These 
values were adapted to divide the basin into a reasonable number of sub-basins so as to account 
for the spatial variability. After mapping the basins for terrain, land use, and soil, each of the 
basins has been simulated imposing the weather conditions predicted for control and GHG 
climate. 
 
Control Climate Scenario 
     Each of the river basins has been simulated using the SWAT model to generate daily weather 
by the HadRM2 control climate scenario (1981-2000). Although the SWAT model does not 
require elaborate calibration, in the present case, any calibration was not meaningful since the 
simulated weather data was used for the control period which is not the historical data 
corresponding to the recorded runoff (Gosain et al., 2003). The observed meteorological data at 
the national scale was unavailable for use. Presently, the model has been used with the 
assumption that every river basin is a virgin area without any manmade change incorporated, 
which was reasonable for making the initial national communication to the UNFCCC (the basic 
objective of this study). The model generates detailed outputs on flow at sub-basin outflow 
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points, actual evapotranspiration, and soil moisture status at daily intervals. Further sub-divisions 
of the total flow into components such as surface and subsurface runoff are also available. It also 
provides the recharge to the ground water on a daily basis.  
 
GHG Climate Scenario 
     The model was again run on each of the basins using GHG climate scenarios (2041-2060) 
data, without changing the land use. The outputs of these two scenarios have been analyzed first 
at the basin level with respect to the possible impacts on the precipitation, runoff, soil moisture, 
and actual evapotranspiration. Subsequently, detailed analyses were performed on two of the 
river systems, namely Krishna and Mahanadi, to demonstrate the impacts at the sub-basin level. 
Incidentally, these are the river basins which have been identified to have maximum effect with 
regard to droughts and floods, respectively. 
 
Summary Results of River Basins Modeled 
 
     The percent change in water balance components of rainfall, runoff, and actual 
evapotranspiration from the control to GHG climate scenarios for the 12 river basins was 
computed. Table 2 depicts comparison of change in water balance components of rainfall, runoff, 
and actual evapotranspiration for GHG scenarios. It was observed that the impacts are different 
in different catchments. A close examination of the table also reveals that the increase in rainfall 
due to climate change does not always result in an increase in the surface runoff, as may be 
generally predicted. For example, in the case of the Cauvery River basin an increase of 2.7% of 
rainfall was predicted, but the runoff in fact decreased by about 2% and the actual 
evapotranspiration increased by about 7.5%. On the contrary, a predicted reduction in rainfall in 
Narmada resulted in an increase in runoff, which is again contrary to the usual expectation. 
Results at the sub-basin level are presented for two sample basins in Table 2. 
 
     Table 2. Change in Water Balance Components as % of Control. 

Basins Scenario Rainfall
mm 

Change 
over 
Control
% 

Runoff 
mm 

Change 
over 
Control
% 

Actual 
ET 
mm 

Change 
over 
Control% 

Cauvery Control 1309  661  601  
 GHG 1344.0 2.7 650.4 -1.6 646.8 7.5 
Brahmani Control 1384.8  711.5  628.8  
 GHG 1633.7 18.0 886.1 24.5 698.8 11.13 
Godavari Control 1292.8  622.8  624.1  
 GHG 1368.6 5.9 691.5 11.03 628.3 0.67 
Krishna Control 1013.0  393.6  585.0  
 GHG 954.4 -5.8 346.9 -11.86 575.6 -1.61 
Luni Control 317.3  15.5  316.5  
 GHG 195.3 -38.4 6.6 -57.40 207.3 -34.50 
Mahanadi Control 1269.5  612.3  613.5  
 GHG 1505.3 18.6 784.0 28.04 674.1 9.88 
Mahi Control 655.1  133.9  501.0  
 GHG 539.3 -17.7 100.0 -25.31 422.7 -15.63 
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Basins Scenario Rainfall
mm 

Change 
over 
Control
% 

Runoff 
mm 

Change 
over 
Control
% 

Actual 
ET 
mm 

Change 
over 
Control% 

Narmada Control 973.5  353.4  586.8  
 GHG 949.8 -2.4 359.4 1.69 556.6 -5.15 
Pennar Control 723.2  148.6  556.7  
 GHG 676.2 -6.5 110.2 -28.84 551.7 -0.89 
Tapi Control 928.6  311.2  587.9  
 GHG 884.2 -4.8 324.9 4.40 529.3 -9.97 
Ganga Control 1126.9  495.4  535.0  
 GHG 1249.6 10.9 554.6 11.95 587.2 9.76 
Sabarmati Control 499.4  57.0  433.1  
 GHG 303.0 -39.3 16.6 -70.88 286.0 -33.96 

 
 
Detailed Results of Two River Basins 
 
     Detailed results for two river basins, one with resulting drought conditions and the other with 
pronounced flood conditions have been selected. These are the Krishna and Mahanadi river 
basins, respectively.  
 
Krishna River Basin 
     The Krishna River Basin has been divided into 21 sub-basins as depicted in Figure 1. The 
annual average precipitation, actual evapotranspiration, and water yield as simulated by the 
SWAT model over the entire Krishna basin for control and GHG scenarios has been depicted in 
Figure 2. A close examination reveals that this river basin is expected to receive reduced levels 
of precipitation, actual evapotranspiration, and water yield.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Mean annual water balance components for Krishna under Control and GHG 
scenarios. 
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Drought Analysis 
     Drought indices are widely used for the assessment of drought severity by indicating relative 
dryness or wetness affecting water-sensitive economies. The Palmer Drought Severity Index 
(PDSI) is one such widely used index that incorporates information on rainfall, land use, and soil 
properties in a lumped manner (Palmer 1965). The Palmer index categorizes drought into 
different classes. A PDSI value below 0.0 indicates the beginning of a drought situation and a 
value below -3.0 is categorized as severe drought conditions.      
     Recently, a soil moisture index has been developed (Narasimhan and Srinivasan, 2002) to 
monitor drought severity using SWAT outputs. This formulation has been employed in the 
present study to focus on the agricultural drought where severity implies cumulative water 
deficiency. With this in mind, weekly information has been derived using daily SWAT outputs, 
which in turn have been used for subsequent analysis of drought severity. The soil moisture 
index has been computed for all the sub-basins of the River Krishna. 
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Figure 3. Number of drought weeks in Sub-basins of Krishna for Control to GHG 
scenarios. 
      
Figure 3 depicts the number of drought weeks in the sub-basins of Krishna consisting of the 
weeks with SMI of less than or equal to -3.0, for both control and GHG scenarios. The SMI for 
GHG scenario has been computed using the soil moisture deficit ratio parameters of the control 
scenario. Figure 3 shows that the number of drought weeks has increased considerably during the 
GHG scenario, with the exception of approximately five sub-basins.  
 
Mahanadi River Basin 
     The Mahanadi River Basin has been divided into 21 sub-basins as depicted in Figure 1. The 
annual average precipitation, actual evapotranspiration, and water yield as simulated by the 
model over the total Mahanadi basin for control and GHG scenarios has been depicted in Figure 
4. A close examination reveals that this river basin is expected to receive comparatively higher 
levels of precipitation in the future and a corresponding increase in evapotranspiration and water 
yield. 
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Figure 4. Annual Water Balance components for Control and GHG scenarios. 
 
     The impact of climate change on the water yield converted into runoff in cubic meters per 
second (cumecs) at the outlet of the river system has been analyzed with respect to four 
arbitrarily selected runoff percentiles (25, 50, 75, and 90%). Table 3 shows the values 
corresponding to 25, 50, 75, and 90% dependability levels.  
 
Table 3. Runoff percentiles (25, 50, 75, 90 %) for the Control and GHG scenarios. 

Dependable Flow (m3/sec) 25% 50% 75% 90% 
Control 4716 1206 15.9 1.5 
GHG 6103 1168 43.4 3.2 

 
 
     It may be noticed that the flow for all levels has increased for the GHG scenario over the 
corresponding control flow magnitude, except for the 50% level of dependability, at which the 
flow was marginally reduced. 
 
Flood Analysis for Mahanadi Basin 
     Although the flow duration curve is indicative of severe flood conditions, detailed analysis for 
one of the sub-basins experiencing the most severe flooding under the GHG scenario have been 
analyzed and presented in Figure 5.  
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Figure 5. Annual maximum daily peak discharges for Mahanadi sub-basin number 15 for 
Control and GHG scenarios. 
 
     The most affected sub-basins in Mahanadi (Sub-basins 15) have been analyzed for flood 
severity (Figure 5). In this sub-basin, the annual maximum peak has increased from the present 
level of about 20,000 cumecs under control scenario to a maximum level of about 37,000 cumecs 
under the GHG scenario. In the GHG scenario, there have been three years when the peak level 
of 30,000 cumecs was surpassed. Such an increase in flood peak may be detrimental to structures 
such as dams and bridges on the drainage systems in the region.  
 
Conclusions 
 
     It is a challenge to quantify the impact of climate change.  In this case, the water balance 
simulation modeling approach was used to maintain the dynamics of hydrology and thereby 
make assessments of vulnerability which are more authentic and reliable than in previous studies. 
The usefulness of such an approach has been proven by the fact that the results of the GHG 
scenarios have been dictated by temporal variability at daily levels as well as the spatial state of 
the land mass in terms of its moisture conditions and land use.  
     Because the present study was part of the initial communication of the country to UNFCCC, 
many assumptions were made due to lack of appropriate data, including manmade interventions, 
detailed land use, and soil. Even the model validation could not be undertaken due to this lack of 
detailed data. However, the second phase of the study is being initiated soon wherein all of these 
discrepancies shall be addressed. As a first attempt this study provides a great deal of 
information that can be utilized to formulate the first adaptation strategies to combat the climate 
change impacts on water resources. 
     The initial analysis has revealed that the GHG scenario may deteriorate the conditions in 
terms of the severity of droughts and intensity of floods in various parts of the country. However, 
there is a general reduction in the quantity of the available runoff in the GHG scenario. There are 
definite impacts that may induce additional stresses that will require various additional 
adaptation strategies. The strategies may include a change in land use, cropping patterns, water 
conservation, flood warning systems, etc.  
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Effects of Input Data Resolution on SWAT Simulations – A Case Study at the Ems  
River Basin (Northwestern Germany) 
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UFZ-Center of Environmental Research, Department Applied Landscape Ecology, 
Permoserstraße 15, D-04318 Leipzig, Germany. Email: gerd.schmidt@ufz.de 
 
 
Abstract 
 
     The development and implementation of management plans for river basins requires the 
analysis of ecological causes/consequences/relationships. An appropriate method for such 
analyses is the application of simulation models. However, accurate simulations of 
hydrology, nutrient balance, and matter fluxes require knowledge of the effect of input data 
resolution on the simulation results. This is essential in order to receive information both 
about the range of variation and the scale-specific suitability of the simulation results. Thus, 
this study shows the impact of input data of different spatial resolution on model simulations. 
The simulations were carried out on the Upper Ems River Basin in Northwestern Germany 
using AVSWAT2000. The comparative use of input data sets with different spatial 
resolutions shows that the model starts each simulation with spatially different distributed 
parameter sets for the same basin. This leads to results with different efficiencies (qualities) – 
depending on the temporal data resolution in each case. Model applications related to river 
basin management need appropriate input data sets that are suitable to the spatial and 
temporal planning and information level in question to allow accurate predictions of land use 
impacts on water and nutrient fluxes. The simulations using input data with different 
resolutions show that the suitability of SWAT is problematic in basins with sizes of under 
300 to 500 km². In addition, model efficiencies of monthly simulations are in the same range 
with both the high and low resolution input data and indicate that the use of high resolution 
data is not in any case necessary. Thus, we recommend intense preliminary considerations 
about the goal of model application and the necessary quality or information level of the 
simulation results. Decision support needs tools and predictions that are capable of solving 
real problems. Thus, especially for meso- to macro-scale applications, simulations using 
appropriate input data with a defined variation extent of spatio-temporal resolution are 
generally more effective than the attempted use of the highest resolutions of input data to 
seemingly eliminate all uncertainties. 
 
Introduction 
 
     With the implementation of the European Water Framework Directive (WFD) in the year 
2000, the German Ministry of Education and Science started a research program called 
“River Basin Management”. This was done in order to contribute to the solution of problems 
related to the implementation of this directive. FLUMAGIS (www.flumagis.de) is one of 
approximately ten integrated research projects in that program. The project aims to an 
improved participation of stakeholders in the process of river basin management. Its main 
target is the development of an assessment and visualisation tool to simulate human impacts 
on the hydrological and ecological conditions in river basins. The WFD requires the 
development of management strategies to achieve a sound ecological quality of aquatic 
systems in Europe. The needed management measures, efficiency controls, and reports 
should therefore be produced at different scales. Thus, it is also essential to analyse the 
causes/consequences/relationships between land use and ecological conditions and the 
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situation of aquatic systems at relevant scales. One outcome of our work with the 
FLUMAGIS project is the development of a scale-specific model concept to meet these 
requirements (Volk & Schmidt, 2004, Gretzschel et. al, 2004). The development of 
assessment strategies with scale equivalent indicators and the use of different hydrological 
simulation model systems are closely connected with the realization of that concept. As a 
consequence, we had to determine on which scales we could usefully apply the SWAT model 
for our land use scenarios, on the basis of the available governmental data sets. A scale-
appropriate use of SWAT in this project depended especially on the spatial resolution and 
quality of these available input data. 
     Scale-specific simulation of land use effects on water balance and runoff dynamics 
requires appropriate data sets for each scale level. Questions of scale-appropriate modelling 
and effects of data resolution on simulation results have been intensely discussed in recent 
years (Liang et al, 2004, Muttiah and Wurbs, 2002, Quinn, 2004). However, the integration 
of homogeneous and scale-equivalent input data sets for hydrological simulation, especially 
on the meso- to maco-scale, is still a challenge (Quinn, 2004, Liang et al., 2004, Volk and 
Schmidt, 2004, Muttiah et. al, 2002). Besides the lack of suitable data, one of the most 
important problems to consider is the compilation of parameter sets for model calibration. 
Moreover, the problem of estimating the influence of the input data resolution on the quality 
of simulations is of great importance with regard to the modelling of hydrological processes 
in ungauged catchments. 
     Thus, this study shows how the input data resolution influences the simulation results of 
the SWAT model (Arnold et al., 1993, Neitsch et al., 2002). The AVSWAT2000 (DiLuzio et 
al., 2001) interface was used in this study and simulations were carried out at different time-
steps (annual, monthly, daily) in catchments of varying size. An important goal of the 
investigation was to find the best data and model combinations to contribute to scale-specific 
decision support in river basin management. Another problem addressed in this study was 
determining which spatial and temporal resolution was needed to answer certain questions. 
Finally, consideration of time exposure for data compilation and management as well as 
model setup and simulation was necessary. Environmental planners and authorities 
responsible for river basin management need pragmatic management advice and information 
concerning causes/consequences and cost-benefit effects of any problem or management 
decision. 
 
Study Area 
 
     The Upper Ems River Basin is a part of the North-German Lowlands and covers an area 
of approximately 3,800 km² in northwestern Germany (Figure 1). The mostly flat Ems River 
Basin has been formed mainly by glacial and periglacial processes. The elevation of the 
catchment ranges from 27 m to 350 m above sea level. Thick layers of sandy sediments are 
another result of the periglacial processes. These sediments are the base material of the soil 
development in the region. The soils and sediments have mostly high infiltration capacities 
with a resulting strong influence on the runoff dynamics in the basin. Table 1 shows the 
gauges and hydrological characteristics of the Upper Ems River Basin. 
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Figure 1. Location of the study area in Germany and overview over the land use 
situation. 
 
The Ems River Basin is characterized by a mean annual average precipitation of 600 mm in 
the southwest to 1,200 mm in the mountainous eastern part. The basin is intensively used by 
agriculture (75% arable land) with livestock numbers of up to 3.8 animal units per ha (SO-
NRW 2004). This land use causes high nutrient inputs into the Ems River system. 
Concentrations of up to 14 mg/l of total nitrogen (measured at the outlet gauge of the Upper 
Ems Basin Rheine) substantially impair the water quality of the River Ems. 
 
Table 1. Gauges and hydrological characteristics of Ems River Basin.  
Gauge River Subbasin Mean 

Streamflow 
[m³/s] 

Mean total 
runoff [l/s/km²] 

BFI α BF 

Rheine Ems 3740.0 37.012 9.9 0.59 0.0209 
Haskenau Ems 1845.0 19.011 10.3 0.62 0.0198 
Haus Langen Ems 1616.0 17.355 10.7 0.64 0.0162 
Einen Ems 1485.8 15.987 10.8 0.62 0.0235 
Rheda Ems 342.6 3.221 9.4 0.57 0,0237 
Ahlen Werse 46.6 0.608 13.1 0.48 0.0633 
Albersloh Werse 321.6 3.112 9.7 0.17 0.0410 
Roxel Muenst. Aa 88.2 0.866 9.8 0.42 0.0599 
Coermühle Muenst. Aa 152.3 1.417 9.3 0.36 0.0367 
Ladbergen Glane 350.0 2.125 6.1 0.59 0.0211 
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Database, Pre-Processing, and Simulation 
 
Database 
     The comparative analysis is based on two data sets with different spatial resolutions 
(Table 2). The DEMs used in this analysis are publicly available government data, produced 
by the Survey of the State of North-Rhine Westfalia. The soil information used is from two 
different sources. The soil map of Germany (1:1,000,000 scale) BÜK1000 is a product of the 
German Geological Survey (BGR), whereas the 1:50,000 (BK50) soil map was produced by 
the State Department of Geology of North-Rhine Westfalia. Both data sets have the same 
structure and the soils are described by the same classification system. Each soil unit is 
described by one data set with up to eight layers. The soil hydraulic parameters were 
calculated using equations provided by the German Soil mapping instructions (BGR – 
German Geological Survey 1996). The relevant parameter sets had to be transformed from 
the German classification system into SWAT compatible units. Land use information was 
based on CORINE Land Cover 1994 (Corine – Co-ordination of Information on the 
Environment, Statistisches Bundesamt, 1994). The data set is available in three aggregation 
levels. Both the level I data with five land use types and level II data with 24 land use types 
were used in the investigation area. The climatic data were obtained from the German 
Weather Survey (DWD). The Regional Department of the Environment in Muenster and 
Bielefeld provided streamflow data for ten gauges. 
 
Table 2. Different input data sets. 
Data set Low resolution High resolution 
DEM 200m grid 50m grid 
Soil  BÜK1000 – 1:1,000,000 

21 soil types 
BK50 1:50,000 
854 soil types 

Land use Corine Land Cover – aggregated 
5 land use types 

Corine Land Cover – disaggregated 24 
land use types 

Climate All regional stations of the German 
weather survey 
5 full equipped 
21 precipitation stations 

All regional station of the German 
weather survey 
5 full equipped 
21 precipitation stations  

Streams Aggregated river system Complete river system up to 10 stream 
orders 

 
Pre-Processing and Simulation 
     At first, the same parameter adjustments were used for both watershed delineations by 
using the AVSWAT2000 pre-processing tool. Both delineations were made with the “Burn 
in” option. The digital stream networks used for this option were obtained from one source, 
the State Department of the Environment of North-Rhine Wesfalia. For consistency, the 
stream network in two aggregation levels was used. For simulations with the high resolution 
input data, the full network with up to ten stream orders was used. To simulate the 
hydrological conditions based on data with a low resolution, a network that included only the 
main tributaries was used. The definition of the subbasins was completed by choosing a value 
of 4,000 ha as the threshold area. The same gauges, used as subbasin outlets (Table 1), and 
the available sewage plants, identified as inlets into the subbasins in the simulation, were 
included in both simulations in order to achieve comparability. The use of different data sets 
resulted in some differences in the catchment characteristics for the simulation (Table 3). 
This could be one reason for simulation uncertainties based on the input data resolution or 
quality. The sizes of the delineated catchments differed only slightly. However, the 
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differences in the number of subbasins, and thus the internal differentiation, was a 
consequence of different subbasin sizes. This is important for the estimation of hydrological 
characteristics such as specific runoff. The wide difference in numbers of Hydrological 
Response Units (HRU) in the two simulations gives an idea of the effect of input data 
resolution on the effort of calibration work (Table 3). 
 
Table 3. Delineated characteristics of the river basin.  
 Low resolution High Resolution Difference 
Catchment area in km² 3708 3785 77 
Number of sub-basins 62 76 10 
Number of HRUs 387 1950 1563 

 
     The results of the automatic watershed delineation with both DEMs come close to the 
catchment size stated by the water management authorities. In contrast, the gauge-related 
subbasins inside the catchment were delineated much better using the DEM with a higher 
spatial resolution (Table 4). 
 
Table 4. Comparison of delineated gauge-related sub-basins of the Ems River Basin 
based on different resolution input data. 

   
Low resolution input 
data 

High resolution input 
data 

Gauge River Area km² Area in km² Diff in % Area in km² Diff in % 
Ahlen Werse 46.6 46.4 -0.43 47.2 1.29 
Albersloh Werse 321.6 298.8 -7.09 360.0 11.94 
Rheda Ems 342.6 278.4 -18.74 340.7 -0.56 
Ladbergen Glane 350.0 132.6 -62.11 173.0 -50.57 
Roxel Münst. Aa 88.2 81.6 -7.48 87.6 -0.68 
Coermühle Münst. Aa 152.3 139.4 -8.47 147.7 -3.02 
Einen Ems 1,485.8 1,502.3 1.11 1,582.6 6.52 
Haus Langen Ems 1,616.0 2,148.3 32.94 1,630.2 0.89 
Haskenau Ems 1,845.0 2,750.9 49.10 1,816.7 -1.53 
Rheine Ems 3,740.0 3,695.3 -1.20 3,784.8 1.20 

 
The existing SWAT parameter database (default) of land use types was adapted to the 
European conditions using the plant parameter database of Breuer et al (2003). On the basis 
of a sensitivity analysis using an artificial catchment (Liersch, 2005, Volk & Schmidt, 2004), 
model calibrations were made manually for the period of 1992 and 1993. The validation 
period ranged between the years 1994 and 2000. Parameter settings for the swat.gw, 
swat.sub, and swat.bsn were made with the same values for both simulation types.  
 
Results 
 
     This study focused on the comparison of simulation results using two input data sets with 
different spatial resolutions. The simulation results were compared to streamflow data of ten 
gauges in the catchment. Moreover, the potential effect of catchment size on the simulation 
efficiency was investigated. By using the input data with the low resolution, sound simulation 
results were obtained for mean monthly runoff at the ten gauges of the Upper Ems Basin. The 
results are presented in Figure 2, which shows the observed and simulated runoff values at 
the Rheda (342.6 km²) and Rheine (3,740 km²) gauges. A problem arose with the description 
of the total runoff values where the full equivalency could not be reached. 
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Figure 2. Observed and simulated mean monthly runoff at the Rheda (a) and Rheine (b) 
gauges (1990 – 2000). 
 
     Correlation analysis and coefficient of efficiency (Nash & Sutcliff, 1970) have been used 
to evaluate the simulation. Results are considered to be good for values E > 0.75, while for 
values of E between 0.75 and 0.36, the simulation results are considered to be satisfactory 
(Motovilov et al., 1999). These quality measures have also been used for the analysis of 
potential effects of catchment size on the simulation results. The goal of the latter issue was 
to find out applicability limitations of SWAT with respect to the (small) size of catchments. 
     The efficiencies of the monthly simulations using the input data with low resolutions 
indicate a good correspondence between simulated and measured data (Table 5). This 
observation serves as an example for simulations with different input data at different time-
steps. A comparison of the efficiencies with the basin sizes shows an interesting relationship. 
In the large catchments, the model efficiency is higher than in the small ones. This could be 
caused by: 1) The fact that in large catchments the runoff dynamics or process response is 
less intensive than in small catchments. 2) SWAT was developed for predictions in meso-
scale to macro-scale river basins and might not optimally represent the dynamics of the small 
basins. The interesting point here was finding a corresponding threshold value of basin size 
under which SWAT was no longer suitable. 
 
Table 5. Mean runoff and model efficiency of monthly simulations with low input data 
resolution. 
Gauge Area 

km² 
 Mean 

runoff 
obs. 

Mean 
runoff
calc. 

Diff rel 
in % 

Nash-
Suttcliff 
efficiency

r r² Relative 
volume 
error 

Einen 1502,3 cal 15,881 17,635 11 0,922 0,970 0,940 104,280 
  val    0,801 0,908 0,824 106,257 
Rheda 278,4 cal 3,511 3,019 14 0,836 0,943 0,890 84,951 
  val    0,746 0,892 0,796 82,096 
Haus 
Langen 2148,3 cal 17,086 18,477 8,1 0,892 0,949 0,900 102,020 
  val    0,775 0,933 0,870 114,023 
Haskenau 2750,9 cal 18,869 19,588 3,8 0,939 0,970 0,940 100,217 
  val    0,826 0,910 0,827 99,701 
Rheine 3695,3 cal 41,062 46,185 12,5 0,945 0,978 0,957 106,672 
  val    0,816 0,907 0,823 107,100 
Ahlen 46,4 cal 0,600 0,494 17,7 0,792 0,939 0,882 80,681 
  val    0,730 0,900 0,809 78,054 
Albersloh 298,8 cal 3,021 3,230 6,9 0,861 0,934 0,872 99,081 
  val    0,715 0,848 0,720 100,480 
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Roxel 81,6 cal 0,874 1,150 31,5 0,807 0,940 0,883 123,959 
  val    0,652 0,834 0,696 124,003 
Coermühle 139,4 cal 1,382 1,867 35,1 0,828 0,966 0,934 128,587 
  val    0,703 0,878 0,771 128,763 
Ladbergen 132,6 cal 2,162 1,856 14,2 0,876 0,965 0,930 87,822 
  val    0,737 0,902 0,813 81,141 

 
     As a consequence, a critical basin size for an adequate simulation with SWAT was 
identified. Figure 3 shows the relationship between the basin size and the Nash-Sutcliff-
efficiencies for the monthly simulations. On the basis of only a few numbers of basins one 
can observe a break in the curve at an area of approximately 300 to 500 km². This is caused 
by the combination of the low resolution input data used and the insufficient capability of 
SWAT to simulate the process dynamics in small catchments. 
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Figure 3. Relationship between basin size and model efficiency (monthly simulations) 
using input data with a low resolution.  
 
     The simulations using the high resolution input data involved much more work and time. 
This was caused by the higher number of process units (subbasins, HRUs) compared to the 
low resolution input data (Table 3). Again the relationship between catchment size and Nash-
Sutcliff-Efficiency was investigated. Figure 4 shows the same behaviour as observed with the 
lower resolution input data. The model efficiency increases with the size of the catchments.  
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Figure 4. Relation between catchment size and model efficiency for monthly simulations 
based on high resolution input data. 
 
     It can be shown again that the curve has a break with a basin area size of approximately 
300 to 500 km². The result provides additional support for the suitability of SWAT for a 
certain basin size. Even with the use of input data with higher resolutions (mostly of a scale 
of 1:50,000), efficient simulations could not be achieved with basins smaller than 300 to 500 
km². 
     In addition, the effect of input data resolution on the efficiency of simulation at different 
time-steps should be addressed. The following figures (Figure 5 and Figure 6) show the 
model efficiencies, as well as r and r² at a monthly time-step (m) with low (lr) and high (hr) 
resolution input data. 
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Figure 5. Comparison of the efficiencies of simulations at a monthly time-step with 
different resolutions of input data. 
 
     Based on the monthly time-step, only slightly higher efficiencies were achieved using the 
high resolution input data. Keeping in mind the increased time and work associated with 
model parameterization and calibration efforts with many more process units, the results fall 
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short of our expectations. Considering the model efficiencies with the daily simulations 
(Figure 6), the situation is different. With the higher resolution input data, much better results 
are achieved as indicated by higher model efficiencies. 
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Figure 6, Comparison of efficiency values of simulations at a monthly time-step with 
different resolution input data. 
 
Conclusions 
 
     The results of this study have shown that the input data resolution and the basin size have 
considerable influences on the model efficiencies, and thus the quality of the SWAT 
simulations. Simulations using input data with different resolutions have shown that the 
suitability of SWAT is problematic in basins with sizes less than 300 to 500 km². In addition, 
model efficiencies for monthly simulations are in the same range with the input data of both 
high and low resolutions and indicate that the use of high resolution data is not necessary in 
all cases. 
     As a consequence, intense data analysis and a target/goal oriented simulation procedure is 
recommended before using SWAT for the prediction of rainfall-runoff dynamics and land use 
scenarios. The needed resolution depends on the required information of a certain spatial 
planning or river basin management level. For instance, aggregated time-steps in large river 
basins produced good simulation quality using low resolution input data. Such results are 
sufficient to indicate areas with environmental risks, or hot spots. To predict high resolution 
dynamics and process quantification, the use of the highest scale-adequate input data 
resolution available is recommended. 
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Abstract 
 
     The application of water quality models to areas characterized by periods without runoff 
and extreme first flush effects with the beginning of the rain period is the aim of the EU 
project TempQsim (EVK1-CT2002-00112). More specifically, it deals with the evaluation 
and the improvement of water quality models for temporary streams in Southern European 
catchments. To this aim, existing water quality models have been tested to evaluate their 
suitability to describe the dynamics of temporary streams. Within this research area, our work 
deals with the application of the Soil and Water Assessment Tool (SWAT-2000) model to a 
Sardinian catchment, Rio Mulargia. The main objective is to observe and accurately predict 
movements of sediments and nutrients during water routing. We focus particularly on the first 
flush events in order to highlight the specific features that must be added to the model to 
make the results more reliable in these situations. The SWAT model has been applied to the 
Mulargia Catchment where available rain gauge data were not representative of the 
watershed, and the simulation gave results that matched measured data satisfactorily. 
     In summary, the SWAT model, applied to a truly intermittent river, such as Mulargia, 
proved capable of simulating the behaviour of the catchment and of most of the processes 
therein. Nevertheless, in this paper some limitations of the model have been highlighted and 
discussed in detail. 
 
Introduction 
 
     The Mediterranean region is a bioclimatic, morphogenetic, and hydrologic transition 
between the temperate, humid northern latitudes and the dry latitudes to the south. Despite 
the diversity of environments included in the term “Mediterranean” (Mateu, 1988), it still 
denotes a particular combination of complex climatic, structural, and geomorphological 
factors. 
     In this context, intermittent and ephemeral streams are common fluvial systems. Rainfall 
and runoff processes in such streams have been studied in arid, semiarid, and Mediterranean 
zones (Osborn and Lane, 1969; Karst, 1960; Rodier, 1981; De Vera, 1984; Schick, 1988; 
Sorriso-Valvo et al., 1995; Reid and Frostick, 1997; Martýnez-Mena et al. 1998; Meirovich et 
al., 1998; Shentsis et al., 1999; Lange et al., 1999; etc.). 
The importance of the effect of spatial and temporal variability of rainfall on runoff has been 
described by many authors at many scales (Osborn and Lane, 1969; Woolhiser and Goodrich, 
1988; Nouh, 1990; Faures et al., 1995; Goodrich et al., 1995). For small basins, it has a 
significant influence over peak discharge and total runoff (Osborn, 1984), which explains the 
difficulties experienced in trying to design models that accurately simulate the peak flows 
(Nouh, 1990).  
     To this end, the goal of the TempQsim project is to test existing water quality models to 
evaluate their suitability to describe the dynamics of temporary streams and to improve the 
efficiency of tools for integrated water management in the semiarid Mediterranean river 
catchments. 
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     This paper describes the application of the Soil and Water Assessment Tool (SWAT-
2000) model to the Rio Mulargia Catchment. SWAT, after calibration and validation, was 
used to estimate hydrological balance, quantify the different components, and evaluate the 
loads of sediments and nutrients that reach the outlet of the watershed. This study focused 
particularly on the first flush events in order to highlight the specific features that must be 
added to the model to make the results more reliable.. 
 
Watershed Description 
 
     Rio Mulargia is an important tributary of the Flumendosa River. Together with the 
reservoirs built in the catchment, this constitutes a fundamental water resource for urban, 
industrial, and agricultural uses in the southeastern Sardinian Region. The morphology of the 
catchment reflects the very complex geology of the area and most of the rocky formations 
share remote origins. The actions of climatic agents and erosion have been bevelling the 
roughness to reach the actual softened shapes of the formations. Quite commonly 
carbonaceous layers come to the light intercalated with volcanic matter of various 
petrographies that give origin to the lavic-tufaceus formations (Commissione delle Comunità 
Europee et al., 1993). Surface cover is constituted mostly of sandy-loam and clay soils whose 
thickness is variable and sometimes reaches or exceeds a meter in depth. 

The landscape in the Mulargia 
Catchment constitutes a moderately 
anthropized part of the Flumendosa 
Catchment. Most of the surface is 
used for pasture with some 
negligible arable land (mostly 
vineyard); also important is the 
presence of cattle and ovine breeding 
that is still managed in a traditional 
way (animals are allowed to freely 
move in open pastures) on both 
natural prairies and cultivated 
pastures. 
     In the catchment, industrial 
settlements are negligible except for 
one cheese factory and one 
slaughter-house. Human settlements 
are restricted to three small villages 

whose overall population reaches a maximum of 4,500. Wastewater is treated in two 
treatment plants (all up to a secondary stage) that discharge into the river network. The 
catchment covers an area of 6,476 ha and spans an elevation range from 250 to 750 m (Figure 
1). The river network has an overall length of around 44 km, while the distance from the 
origin of the stream to the outlet in the reservoir is around 15 km. The climate in the area is 
characterized by an average annual rainfall of around 530 mm, mostly concentrated in 
autumn and winter with usually very dry summers. It must be noted, however, that there is 
great variability in space and time. In fact, the region receives a good deal of storms that 
account for the concentration of rain amount in few events and, consequently, for the rather 
pulse flow in the stream. Spatial variability is responsible for the occurrence of localized rain 
events that are not traced by most of the rain gauges in the area. This also accounts for the 
relatively low representation of each rain gauge. Several rain stations spread across the 
landscape are needed to get a meaningful picture of the rainfall in the catchment. 

Figure 1: Mulargia Catchment (Sardinia) 



3rd International SWAT Conference 

 253

Figure 3: Soil classes. 

Figure 2: Land use map. 

Temperature behaviour is typically Mediterranean, with the maximum reaching 40°C and the 
minimum rarely below 0°C. The average daily temperature drift is around 10°C and it is 
usually higher in summer. 
  
Data Availability 
 
     Most of the data have been obtained through a close cooperation with the local end user 

“Ente Autonomo Flumendosa” (EAF, a 
public administration for the management of 
water resources in the Flumendosa 
Watershed), as well as with the other Italian 
partner, Research and Training Centre 
“Hydrocontrol” that took part either in the 
data gathering or in the model database set-
up.  
     The DEM is in a raster format with a grid 
resolution of 100 m, which has been clipped 
from a regional coverage. Originally, the 
elevation data were available as a point 
vector file where z-values were present 
every 80 m along both latitude and 
longitude. These values were used to obtain 
a TIN that was eventually converted to a 
raster format and resampled to a 100 m cell 
size.  

     The land use map (Figure 2) has also 
been clipped from a regional vector 
coverage (released in 2003) whose legend 
is based on the CORINE level 4 legend. 
The original legend entries were 
reclassified and, in some cases, aggregated 
to conform to the land use database 
present in the SWAT model (the 
watershed results included 10 land use 
classes.)  
     The soil map (Figure 3) was gathered 
from EAF in vector form covering the 
entire Flumendosa Watershed. The results 
showed that a total of 32 soil classes were 
present in the Mulargia Catchment. 
Together with the map, a georeferenced 
database was made available containing 
data for several soil samples taken in the 
field. All soil sample data sets relative to the Mulargia Watershed were sorted and used to 
derive the values for the physical-chemical parameters needed to fill the SWAT soil database. 
In the case of some parameters (bulk density and K sat.), transfer functions were used, 
adopting the specific software “Soil Water Characteristics” developed by the USDA-ARS 
and the Washington State University (Saxton, version 6.1.51) for texture, organic matter, 
skeleton, and salinity. Daily climatic data were obtained for several stations in the area; only 
those having a near-complete time series of at least 10 years were retained. After comparison 
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Figure 4: Subcatchments. 

of rain records against measured flow, the selection was restricted to only three stations 
located along the watershed border. Daily precipitation values from 1989 to 2004 were 
obtained for those stations, whereas daily maximum and minimum temperature, solar 
radiation, wind speed, and relative humidity were available for only one station. Flow and 
pollutant load from the wastewater treatment plants of Nurri and Orroli were available only 
as average daily values and were considered constant in the absence of additional data. 
     Information on agricultural management practices, obtained by local farmers through the 
colleagues of Hydrocontrol, was included in the environmental database regarding 
fertilization (date, type, and amount) tillage, and cropping. 
 
Methodology 
 
     The SWAT-2000 model with an ArcView interface was used in this study. The model was 
run on a daily time-step from January 1992 to April 2004. Since it is convenient to allow the 
model to “warm up” to reach acceptable and stable estimations for some parameters when 

initial values are not available or filled 
as first guesses, climate data for the first 
five years were used to represent data for 
the time period from 1987-1991. 
However, results were reported only for 
the 1992-2004 time period.  
     Since some holes were present in the 
climate data, the weather generator 
included in SWAT was used, based on 
statistical values (average monthly 
values for rain, maximum and minimum 
temperature, standard deviation, skew 
coefficient, probability of wet day 
following a dry day in the month, 
probability of wet day following a wet 
day, average number of rainy days in the 
month), and computed on the basis of 
available daily values.  

     The modelled catchment was delineated allowing the GIS interface to compute the river 
network and the catchment boundaries on the basis of the DEM. To achieve better results, the 
“burn in” option (available in the interface) for digitised river networks was used to “force” 
the GIS to trace a computed network on the catchment. The model was allowed to trace 
subbasin boundaries and to locate subcatchment outlets on the basis of geomorphology. 
However, to force the model to also compute outputs for the sites where Hydrocontrol takes 
water quality and flow measures, two outlets were added by hand: one (B-site) in the northern 
part of the river network after the WWTPs discharge, the second (D-site), set as the final 
outlet of the catchment, corresponding at the inlet of the Mulargia River into the reservoir.  
     The interface located a total of 33 subcatchments (Figure 4). The land area in each 
subbasin was divided into hydrologic response units (HRUs) which are portions of subbasins 
with unique land use/management/soil attributes. Next, for the delineation of these HRUs, the 
interface was instructed to retain only land uses and soil classes that accounted for a 
minimum of 35 and 10 percent of each subbasin’s surface, respectively. A total of 92 HRUs 
were obtained.  
     Measured water quality and flow were available for the D-site (1992-2004) as daily values 
for flow and longer time steps for water quality. Due to the varied lengths of the time series 
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and the lack of flow and water quality data for the B-site, the idea of adopting a “split in 
space” approach for calibration-validation was discarded. A “split in time” approach was 
preferred, in which measured values for the D-site were used and the model was calibrated 
for the period 1992-1997 and validated for the period 2003-2004. Hydrological calibration 
was attempted, operating on the following parameters: curve number (CN2), soil available 
water capacity (SOL_AWC), soil evaporation compensation factor (ESCO), groundwater 
“revap” coefficient (GW_REVAP), the threshold depth of water in the shallow aquifer for 
“revap” to occur (REVAPMN), threshold depth of water in the shallow aquifer required for 
baseflow to occur (GWQMN), transmission losses/values for channel hydraulic conductivity 
(CH_K), and the baseflow alpha factor (ALPHA_BF).  
     Since water quality data were available only for the validation period, a rough water 
quality calibration was done referring to data of some peaks in that period. Calibration was 
based on several parameters such as the initial concentration of nutrients in the soil 
(SOL_NO3, SOL_ORG, SOL_MIN), the percolation coefficients (NPERCO, PPERCO), the 
fraction of fertilizer applied to the top 10 mm of soil (FERT_LY1), and the biological mixing 
efficiency (BIOMIX). Regarding sediment, the calibration was based on parameters such as 
loads from each subbasin (USLE_P and BIOMIX) and the channel erodibility factor 
(CH_EROD). 
 
Results and Discussion 
 

    Simulated flow for 
the calibration period is 
reported in Figure 5. It 
can be noted that during 
that period the 
simulated flow, while 
roughly matching the 
shape of the measured 
flow, shows many more 
peaks than those 
existing in the recorded 
data. This is due to the 
low representation of 
the available rainfall 
recording stations 
because of high spatial 

variability of the precipitation. This situation notwithstanding, the overall average flow is 
approached and the order difference of 20% is well below the error threshold in 
measurements with such a low flow. The correlation is acceptable and the Nash Sutcliffe 
efficiency coefficient (Nash and Sutcliffe, 1970) is rather low, however it is positive and in 
line with other values obtained in previous experiences in semi-arid catchments. 
     After calibration, the model was run for the period September 2003 – April 2004 for 
validation. Simulated flow is reported in Figure 6 against the measured one. The plot shows 
that modelled flow greatly overlays the measured line, few peaks are overestimated, and none 
are missed. The simulation results are quite satisfactory.  The correlation is higher and the  

Figure 5: Measured vs. simulated flow for the calibration 
period. 
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Figure 6: Measured vs. simulated flow for the validation period. 
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Nash Sutcliffe coefficient is more than doubled. Simulated average flow exactly matched the 
measured flow, while looking at seasonal values, the model slightly overestimates flow in 

summer and autumn, 
and underestimates it in 
winter and spring. This 
is consistent with what 
occurred during the 
calibration period. In 
Table 1, yearly 
averages for the water 
balance components are 
reported together with 
an overall average for 
the simulation period, 
while Figure 7 shows 
the monthly averages. 
It must be stated that 

the term “baseflow” also includes the contribution of the WWTPs that accounts for around 
5% of the water budget. It can be concluded that the water cycle is dominated by 
evapotranspiration while water yield only accounts for 1/4 of the available budget and 
percolation for less than 1/5. More than half of the water budget is lost through 
evapotranspiration. Considering water quality, the average monthly loads for the relevant 
parameters are reported in Figure 8. Sediment and particle-bound nutrients show maximum 
values in January and September, while soluble nutrients (NO3 and soluble P) reach their 
maximum load in November and December. This behaviour is linked with that of 
precipitation. In fact, in November and December when rainfall reaches its maximum, 
soluble nutrients are washed from soils, while sediment bound nutrients show maximum load 
in September probably because of the erosive impact of the first flush events. The average 
concentrations of nutrients are in accord with values of literature (Commissione delle 
Comunità Europee et al., 1993). 
 
Table 1: Yearly averages of simulated water balance. 

 

Year Prec Surface 
 flow 

Lateral 
flow Baseflow Percolation Soil water Actual

ET 
Potential 

ET Water yield

 mm mm mm mm mm mm mm mm mm 
1992 575 122 10 12 219 51 214 793 144 
1993 512 68 11 39 215 49 220 635 118 
1994 358 40 6 14 101 41 219 889 60 
1995 510 93 9 35 203 50 196 539 136 
1996 838 204 17 138 382 51 235 569 358 
1997 568 106 12 138 259 49 194 573 256 
1998 421 32 8 51 132 46 252 1231 91 
1999 592 95 11 63 241 48 242 582 169 
2000 528 94 9 42 218 52 202 859 145 
2001 379 30 9 94 137 49 207 928 133 
2002 628 100 11 53 236 49 280 869 164 
2003 725 166 14 121 326 51 216 1123 301 
2004* 305 45 7 75 143 29 133 381 127 
*Jan-May          
Average 553 96 11 67 222 49 223 799 173 
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Figure 7: Average monthly water balance. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     To describe the catchment behaviour in correspondence with different flow regimes, flow 
and pollutant transfer in the period September 2003- May 2004 have been separated into low-
flow and high-flow periods. Table 2 shows that the flood events are responsible for half of 
the flow in all the period while covering only 1/5 of the days. Load generated by floods in 
sediment, total N and total P is little more that 50% of the load generated for the entire 
period. It can be concluded that floods are about four times more productive in water and 
sediment yield, five times in total P load, and six times in total N load with respect to low-
flow periods. The model estimation agrees with the measurements conducted by the Research 
and Training Centre “Hydrocontrol” at the outlet D. 
 
 
 
 
 

Figure 8: Average monthly load. 

Table 2: Load from high-flow and low-flow in 2003-2004. 
Water Yield Mmc % days % SED ton % N TOT ton % P TOT ton %

Low flow 8 50.0 207 80.5 15,945.5 48.6 84.5 38.7 6.8 45.7
High flow 8 50.0 50 19.5 16,887.8 51.4 134.0 61.3 8.1 54.3
Total 16 257 32,833.3 218.5 14.9
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SWAT gives nutrient and sediment loads produced for each subbasin and allows the creation 
of relative thematic maps. These are very useful to highlight areas that are determined to be 
polluted and to establish the associated soil/land use that produces the problem. In our case, 
the results demonstrate that the west side of the catchment contributes more to the pollutant 
load, while the upper north-east part is much more clean, despite the steeper slope and the 
presence in that area of two WWTPs. 
     An in depth look at three flood events recorded in the D-site and properly selected in the 
validation period provides further insight. The flood of November 27, 2003 came after 
another big storm, and was selected as a peak event in a wet period, while the peaks of March 
1, 2003 and April 17, 2004 were selected to represent floods of different weight in rather dry 
periods. For each flood a comparison has been made between measurements and model 
outputs for water flow and for pollutants, both in terms of concentration and load. One of 
these comparisons is reported in Figure 9. 
 
 
 

 
Table 3.  Simulated and measured loads. 

     Table 3 shows that 
there is a generally 
good agreement 
between the measured 
and simulated flow in 
all three flood events. 
Simulated 
concentrations and load 

are of the same magnitude order for all the parameters, and in most cases the values are very 
close. Sediment concentration was always overestimated, while nutrients concentration 
showed rather good agreement. Load agreement was somehow lower but in this case it must 
be considered that some measured values were missing, which can lead to incorrect load 
calculations in a river, like the one in this study, where flow and concentration (especially for 
sediment and particle bound nutrients) can vary by a factor of 100 in half an hour. In general, 
pollutants show concentration peaks that tend to precede flow peaks while load peaks closely 
follow floods. N-NH4 and N-NO2 show a different behaviour with respect to other nutrients, 
in that they show a concentrated decrease in correspondence to the flow peaks. This is very 

Figure 9: Flood events of 11/27/03, 03/01/03 and 4/17/04 (flow and loads). 
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likely due to the fact that these compounds are not produced by a diffuse source but are 
present in WWTP effluent; hence they are diluted during flood events. 
     A difference can be noticed looking at the shape of the hydrogram of the event of 
November 27th compared to the others. The first one shows a less steep shape in the growing 
phase while the other two show a shape that can be defined symmetric to the first one: the 
steeper side is on the right side, during the decreasing phase. This could be explained on the 
basis of the different baseline conditions. In fact, the flood event of November happened in a 
wet period. The soil was probably not dry and with no crust, and the first rain water was 
allowed to infiltrate in the soil up to saturation, which differs from the floods events of March 
and April that took place after a period with no precipitation. 
 
Conclusions 
 
     The SWAT model has been applied to the Mulargia Catchment, where available rain 
gauge data were not representative of the catchment. Notwithstanding this, the simulation 
gave results that satisfactorily matched measured data. Simulated nutrient concentrations and 
loads were also in agreement with measured values, even though the model had only been 
calibrated for hydrology. The model proved to be a very useful tool in assessing 
environmental pressure from human activities (mostly agriculture), and has huge potential 
from a management point of view, in that it allows the construction and evaluation of 
different land use scenarios or management strategies in soil and/or water resource uses. 
Including the crop growth module with an extensive crop parameter database into the model 
gives it the ability to simulate the water and nutrient cycle with precision. Nevertheless, the 
model, as applied to a truly intermittent river such as the Mulargia, was able to capture the 
behaviour of the catchment and of most of the processes therein. A better sediment 
simulation module could be useful since the current one is based on the Modified USLE that 
operates on daily rainfall. In semiarid regions, with sparse soil cover, rainfall, often 
concentrated in a few storms, can feature an intense erosion generating ability. A model that 
considers the same amount of rainfall diluted in 24 hours can consistently underestimate 
erosion and, consequently, sediment-bound nutrient movements. We believe that the model 
would benefit from additional features: 1) tools to generate geographically interpolated 
rainfall values that also consider differences in statistical distributions of rainfall in the 
different source measured stations and 2) tools for sub-daily steps in runoff, erosion, and 
routing calculation. 
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Abstract 

 
     This paper reports the results of an evaluation of SWAT (Soil and Water Assessment Tool) 
based on the recorded data at a small Sicilian mountainous basin, consisting of mainly 
pasture, which was equipped with monitoring systems ten years ago to further extend model 
testing to semi-arid Mediterranean conditions. The model showed a good capability in 
simulating surface runoff when the FAO Penman-Monteith equation was used to calculate the 
potential evapotranspiration. A reasonable simulation of 25 event suspended sediment yields 
was found after a calibration/validation process carried out by modifying the USLE-C factor. 
 
 
Introduction 
 
     Water availability, quality, and sediment delivery have become challenging issues 
threatening food supply, security, human health, and natural ecosystems, especially in light of 
recent concerns over climate and/or land use changes (Nearing et al., 2004). In order to set-up 
decision support systems, many attempts have been made to develop predictive erosion 
models (Renard et al., 1982; Singh, 1995; Morgan et al., 2000). Despite the efforts, more 
work is needed to assess and improve model reliability in the different environmental 
contexts, and particularly in the semi-arid Mediterranean environment. The physically-based 
Soil and Water Assessment Tool (SWAT, Arnold et al., 1998) is a newly developed model that 
can be applied to large complex basins with varying soils, land use, and management 
conditions over long periods of time. Applications of SWAT in several countries have shown 
promising results in the assessment of runoff and sediment yield, mainly at annual and 
monthly scales (Tripathi et al., 2004), under a wide range of soil types, land uses, and climate 
conditions (Arnold and Fohrer, 2005). Some applications have been carried out in 
Mediterranean areas to predict transport of sediments and nutrients during water routing (Lo 
Porto et al., 2005), analyse forestry and agricultural impacts on water resources quality and 
quantity (Pappagallo et al., 2003), evaluate water budgets at the regional scale (Lorrai and 
Cau, 2005), and gain insight into the relative importance of the different flow components 
(Sulis et al., 2004). Only a few tests of SWAT have been performed in small basins. Model 
calibration at the daily scale in South Africa provided reasonable predictions of streamflow in 
a small natural grassland basin (0.68 km2); the application of the calibrated model to a small 
afforested basin (1.95 km2) highlighted an overestimation of streamflow due to the model not 
accounting for the increased evapotranspiration of maturing pine plantations (Govender and 
Everson, 2005). Regression analysis provided good results when observed and simulated 
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daily surface runoff was compared for a small basin (0.53 km2) in Texas after SWAT 
integration with a soil-cracking subroutine (Arnold et al., 2005). The effects of distributed 
input data resolution on the uncalibrated runoff and sediment yield were assessed in a small 
basin (21.3 km2) in Mississippi (Di Luzio et al., 2005). 
     A monitoring campaign of a small Sicilian basin started in 1995 in order to contribute to 
the study of hydrological processes and the evaluation of event and continuous prediction of 
runoff and sediment yield models in a Mediterranean environment. This work aims to 
evaluate the SWAT model performance under investigated conditions based on the recorded 
data. 
 
Materials and Methods 
 
Main Characteristics of the Experimental Basin and 9-year Hydrological Response 
     The monitored basin, called Cannata, is an ephemeral mountainous tributary of the Flascio 
River in Eastern Sicily (37°53’ N, 14°46’ E). The basin covers about 1.3 km2 between 903 m 
and 1,270 m a.s.l. with an average slope of 21%; the longest pathway is about 2.4 km, with an 
average slope of approximately 12%. The Kirpich concentration time (Chow et al., 1988) is 
0.29 h. The equipment in the basin (Figure 1) includes a meteorological station (A), recording 
rainfall, air temperature, wind, solar radiation, and pan evaporation, two pluviometric stations 
(identified as B and C), as well as a hydrometrograph (D) connected to a runoff water 
automatic sampler (E) for the control of sediment concentration in the flow. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Layout of subdivision and hydrological network of the equipped basin in 
Sicily.  

     In a survey conducted in 1996, clay-loam (USDA classification) was identified as the 
dominant soil texture within the basin (63% of the 57 top-soil samples). The soil saturated 
hydraulic conductivity, measured by a Guelph permeameter (Eijkelkamp model 2800), is in 
the range 0.2 to 17.6 mm/h (n = 57; CV = 103%). Land use monitoring has highlighted the 
prevalence of pasture areas (ranging between 87% and 92% of the basin area) with different 
vegetation complexes (up to 15 species) and ground covers. In particular, four soil cover 
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situations can be distinguished: a high-density herbaceous vegetation (eventually subjected to 
tillage operations); a medium density herbaceous vegetation; sparse shrubs; and cultivated 
winter wheat with a wheat-fallow rotation. More detailed information about basin 
characteristics and monitoring equipment are reported in a previous paper (Licciardello et al., 
2001). The main results of the observations in the period 1996 – 2003 are the following: 
- yearly rainfall (station A) between 574 and 895 mm mainly (80 - 90%) falling from 

September to March; 
- yearly runoff between 30.7 mm (1998) and 365.8 mm (2003); 
- yearly runoff coefficient (calculated as the ratio between total runoff and total rainfall as 

recorded by the station A) between 5% and 41%, with an average of 15%; 
- occasional high differences in recorded rainfall events between the three gauges; as 

expected rainfall spatial variability lowers working on a monthly and yearly basis; 
- event runoff volume ≥ 1mm with rainfall depths over 6.8 mm; 
- maximum event runoff volume of 153 mm; 
- generally flash response with a time lag in the range of 41.0 - 84.2 min, as resulting from 

the analysis of 4-event sample;  
- event runoff coefficient characterized by a broad range of variation (up to 84%); 
- a maximum recorded discharge of 3.4 m3/s (2.6 l/s/km2) (a higher uncontrolled discharge 

occurred in 1996 causing damages to the measuring equipment); 
- 25 events with suspended sediment concentrations between 0.1 and 9.2 g/l; 
- event sediment yield (estimated on the basis of runoff volume and suspended sediment 

concentration in the flow) up to 282ּ103 kg (2,168.4 kg/ha). 
 
The results of surface runoff separation from baseflow, as performed by the traditional 
manual linear method, which was applied to annual observed streamflow data, are 
summarized in Table 1. These results match reasonably well with those obtained through an 
automated digital filter (Arnold et al., 1995; Arnold and Allen, 1999); the differences in the 
surface runoff component extracted by the two methods are up to 16.7% (Table 1). 
 
Table 1.   Yearly values of surface runoff and baseflow components at the Cannata 

Basin, Sicily. 

Yearly volumes (mm) Runoff 
component 

Hydrograph 
separation  
method 1997 1998 1999 2000 2001 2002 2003 
Manual  60.9 30.8 65.0 52.3 45.8 99.0 278.2Surface 

runoff Automated  67.4 32.6 75.8 54.4 42.5 102.8 283.0
Manual  5.6 4.0 26.9 7.0 3.4 11.5 112.9Base flow Automated  12.3 5.6 37.8 9.0 0.0 15.5 117.6

 

Brief Description of the SWAT Model 
     SWAT is a physically-based continuous time hydrologic model developed by the USDA-
ARS to predict the impact of land management practices on water, sediment, and agricultural 
chemical yields in large complex basins with varying soil type, land use, and management 
conditions over long periods of time. The model has been developed in an ArcView GIS 
environment. Required spatial data sets include a DEM, land cover and soil maps. In SWAT, 
a basin is partitioned into a number of subbasins interconnected by a stream network. Each 
subbasin can be divided into a number of spatially unidentified Hydrologic Response Units 
(HRUs) having unique land use and soil combinations. SWAT requires daily precipitation 
and maximum and minimum air temperature data that can be recorded at different sites. The 
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SWAT2000 version (Neitsch et al., 2002) has options to use observed solar radiation, wind 
speed, relative humidity, and evaporation data. The model includes a number of storage 
databases (i.e. soils, land cover/plant growth, tillage, and fertilizer) which can be customized 
for an individual basin. A single growth model in SWAT is used for simulating all crops 
based on the simplification of the EPIC crop model (Williams et al., 1984). Phenological 
development of the crop is based on daily heat unit accumulation. The model can simulate up 
to 10 soil layers if sufficiently detailed information is available. SWAT2000 is expected to 
provide useful information across a range of timescales, i.e. hourly, daily, monthly, and 
yearly time-steps (Neitsch et al., 2002). Full details of the model are given in Neitsch et al. 
(2002). 
 

SWAT Model Implementation to the Experimental Basin 
     Elevation, land use, and soil characteristic input data sets for the Cannata Basin were 
obtained from GIS data layers at different resolutions. The elevation layer was extracted from 
a 5 m resolution DEM purposely arranged by digitizing 2 m elevation contour lines. The soils 
and land use layers were obtained from maps at a 25 m resolution of the five soil textures 
(clay, loam, loam-clay, loam-sand, loam-sand-clay) and two soil managements (pasture and 
winter wheat cultivation with rotation) in the basin. The basin was divided into 31 subbasins, 
ranging in size from 0.28 to 11.12 ha (Figure 1). The multiple HRUs option was used to 
enable the creation of multiple HRUs for each subbasin (thresholds of 5% over the subbasin 
area for land use and of 10% for soils were used); in total, 63 HRUs were delineated with 
sizes varying between 0.28 and 8.79 ha. For each texture, a uniform soil profile was modelled 
with the maximum depth allowed by averaging the required physical characteristics from the 
57 field samples (up to 36 samples for each type of soil). For each land use, information 
about the specific plants and the management practices were set in the management files. The 
planting, harvest, and tillage operations and irrigation, nutrient, and pesticide applications 
were scheduled by date. The potential heat unit program provided 2,800 °C as the number of 
heat units required to bring a plant to maturity for both pasture and winter wheat. A pasture 
was planted between two winter wheat cultivations to simulate the crop rotation. The Curve 
Number values were derived by the standard procedure set by the Soil Conservation Service 
(USDA, 1972). Based on the available distributed samples of soil texture, structure, and field 
saturated conductivity, the basin was entirely represented by the soil hydrologic groups C and 
D, characterized by the highest surface runoff yield potential. The CN for the initial condition 
(AMC-II) for both pasture and winter wheat, taken from the SWAT database tables (USDA, 
1986) for arid and semi-arid rangelands and cultivated agricultural lands, were 81 and 89 for 
pasture and 81 and 84 for winter wheat for hydrologic groups C and D, respectively. A single 
CN was used throughout the year for both land uses. The three precipitation recording gauges 
and meteorological station A were used for daily precipitation and climate input data (Figure 
1). 
 

Model Simulations 
     The performance of the hydrological component of the SWAT model was first analysed at 
a yearly time-step. Four simulations were run, alternately selecting the three optional 
evapotranspiration (PET) equations in SWAT, Penman-Monteith (Allen et al., 1989; 
simulation series I), Priestley-Taylor (Priestley and Taylor, 1972; series II) and Hargreaves 
(Hargreaves et al., 1985; series III), and the FAO Penman-Monteith equation (Allen et al., 
1998; series IV) which is not integrated in the SWAT model. The latter equation, 
recommended as the standard method for the definition and computation of the reference 
evapotranspiration (Allen et al., 1998), is based on a reference crop with a height of 0.12 m, a 
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fixed surface resistance of 70 s/m, and an albedo of 0.23. The daily FAO Penman-Monteith 
PET was calculated externally by the validated program PMday.xls (Snyder, 2002). 
     Following the approach suggested in the SWAT user manual (Neitsch et al., 2002), the 
best simulation results obtained at the yearly time-step were processed at monthly and daily 
time-steps. 
     A calibration was attempted to improve the simulation at a daily time-step by modifying 
the SCS Curve Number, which is expected to influence most output variables (Lenhart et al., 
2002). 
     An analysis of the performance of the SWAT erosion component was conducted at the 
event scale. An evaluation process was carried out by modifying the C factor in the Universal 
Soil Loss Equation using the events during the period 1997-2000 and 2001-2003 for 
calibration and validation, respectively. 
     The coefficient of determination (R2) and the Nash and Sutcliffe (1970) model efficiency 
(E) were the statistical parameters used to evaluate the performance of the model at the 
different time-steps. 
     To allow the model to adjust the initial soil water storage terms, it was necessary to 
append two years of dummy data to the beginning of the precipitation data set used for the 
Cannata Basin simulation. A modification of the SLSUBBSN parameter (indicating the 
distance from the sub-basin divide at which sheet flow is the dominant process) was 
necessary to obtain reasonable lateral flow values, due to the fact that the values had been 
assigned by the GIS interface out of the lower limit of the accepted range (10-150 m) for five 
of the 31 subbasins with the highest slopes (between 25.2 and 34.2%). 
 
Results and Discussion 
 
     The best results, in terms of cumulated surface runoff for the period 1997-2003, were 
obtained when the FAO Penman-Monteith option was selected to calculate the PET 
(simulation series IV, Table 2). The same behaviour was observed at the yearly time-step. 
While the simulated streamflows were underestimated for four out of eight years when the 
FAO Penman-Monteith equation was used, they were overestimated when using the Penman-
Monteith equation, and underestimated for six out of eight years when using the Hargreaves 
and the Priestley-Taylor equations (Table 2). An underestimation for wet years was also 
observed in a small natural grassland watershed in South Africa (Govender and Everson, 
2005).  
 
Table 2. Yearly observed and simulated surface runoff and baseflow at the Cannata 

Basin, Sicily. 
Surface runoff (mm) Baseflow (mm) 

Simulated Simulated Year Obs series I II III IV Obs series I II III IV 
1997 60.9 160.8 72.3 72.3 91.3 12.3 107.0 13.4 13.4 21.5
1998 30.8 103.1 38.8 38.8 53.0 5.6 71.8 9.6 9.6 12.1
1999 65.0 94.7 32.8 32.8 40.5 37.8 13.8 9.1 9.1 9.2 
2000 52.3 125.9 51.6 51.6 58.5 9.0 16.6 9.3 9.3 9.5 
2001 45.8 64.5 34.2 34.2 39.4 0.0 10.8 10.7 10.7 10.9
2002 99.0 131.6 81.2 81.2 89.7 15.5 12.3 12.4 12.4 12.5
2003 278.2 294.2 200.1 200.1 223.3 117.6 40.2 14.3 14.3 14.8
All years 631.9 974.8 510.9 510.9 595.7 197.7 272.5 78.8 78.8 90.4
 



3rd International SWAT Conference 

 266

     The performance in the runoff simulation depended on the actual evapotranspiration (ET) 
simulated by SWAT based on the PET equation used. The average PET (excluding the year 
1996) simulated by the FAO Penman-Monteith equation was 28% larger and 20% smaller 
than the values calculated using the Penman-Monteith and Hargreaves equations, respectively 
(Table 3). A similar behaviour was observed at the yearly time-step. The PET values obtained 
using the Priesty-Taylor equation were the same as those obtained when the Hargreaves 
equation was used. The long-term average actual evapotranspiration (ET) was less influenced 
by the choice of PET equation; however, significant differences remain at the yearly time-
step (Table 3), especially due to the simulated values during the summer season. Differences 
of the same order of magnitude between annual ET values calculated by evapotranspiration 
equations incorporated in SWAT were found by Heuvelmans et al. (2005).  
 
Table 3.  Yearly potential and actual evapotranspiration simulated by the SWAT model 

at the Cannata Basin, Sicily. 
Potential evapotranspiration PET 
(mm) 

Actual evapotranspiration  
ET (mm) Year 

series I II III IV series I II III IV 
1997 663.0 1154.7 1154.7 927.5 482.6 686.0 686.0 642.0 
1998 633.1 1110.0 1110.0 916.9 459.5 641.5 641.5 620.0 
1999 617.4 1196.6 1196.6 936.5 438.0 529.3 529.3 543.3 
2000 599.1 1169.5 1169.5 967.8 430.9 519.9 519.9 526.8 
2001 793.5 1206.0 1206.0 1053.7 516.9 563.4 563.4 558.9 
2002 792.6 1202.2 1202.2 1024.4 520.6 557.7 557.7 547.6 
2003 774.6 1171.2 1171.2 984.2 557.7 722.2 722.2 670.3 
Average 
year 696.2 1172.9 1172.9 973.0 486.6 602.8 602.8 587.0 

 
     Good results in terms of coefficient of determination (R2=0.91) and model efficiency 
(E=0.99) were found for surface runoff at the monthly time-step (Figure 2). The simulation 
was unsatisfactory for the monthly baseflow volumes with an R2= 0.07 and E= 0.13. 
     A calibration of the CN number was attempted in order to reduce the underestimation of 
surface flow for the seven events having a runoff depth higher than 20 mm. Increasing the 
default values of the CN parameter up to 3.9%, on the basis of the average slope of the 
subbasins, did not improve the coefficient of determination and model efficiency (Table 4). 
Similar underestimation of the highest observed daily runoff depths during the simulation 
were observed by Govender and Everson (2005), with a model efficiency of 0.68. The 
coefficient of determination found for the baseflow regression analysis and the model 
efficiency did non improve by modifying the GW_REWAP, REVAPMN, and GWQMN 
parameters, as suggested in the SWAT user’s manual (Neitsch et al., 2002).  
     The regression analysis applied to event-scale suspended sediment yields sampled in the 
period 1997-2003 gave an R2=0.76 with a low model efficiency; 24 out of 25 cases were 
underestimated (Table 5). The USLE-C factors for pasture and winter wheat were adjusted to 
approximate observed and simulated sediment loads, as suggested by Neitsch et al. (2001) 
and Santhi et al. (2001). The eight events observed during the period 1997-2000 were chosen 
for model calibration. The best coefficient of determination (R2=0.96) and model efficiency 
(E=0.94) (Table 6) were reached by increasing the minimum default USLE-C factors (0.003 
for pasture and 0.03 for winter wheat) up to 0.04 and 0.4 for pasture and winter wheat, 
respectively. The increased USLE-C factor values were used to simulate the 17 events 
sampled in the period chosen for validation (2001-2003). A coefficient of determination of 
0.80 and a model efficiency of 0.41 were obtained (Table 6); a major overestimation of 
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sediment yield was found for three events due to an overestimation of the suspended 
sediment concentration. High model-data differences in sediment loads (up to 700%) were 
found by Benaman and Shoemaker (2005) for short events (3 - 5 days) simulated by the 
SWAT model after a long term calibration/validation. 
     Three major factors can explain the differences between the observed and simulated 
sediment yields. First, as the model is run on a daily time-step, it is possible that a small time 
shift for sediment loading in the model would cause a great error in the comparison to 
observed loads. The second factor is related to the sensitivity of the model to small sediment 
loads. Finally, the developers of SWAT did not intend for the model to be used at event scale, 
but over long time periods. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Monthly values of rainfall, surface runoff, and evapotranspiration in the 
period 1996-2003 at Cannata Basin, Sicily. 
 
 
Table 4. Statistics of daily surface runoff and baseflow for the simulation series IV 

performed by SWAT. 
 Daily surface runoff Daily base flow 
 Mean Median Max SD R2 E Mean Median Max SD R2 E 
 [mm] - - [mm] - - 
Obs 0.3 0.0 145.3 3.6 - - 0.1 0.0 7.3 0.4 - - 
Sim 0.3 0.0 113.5 2.8 0.88 0.86 0.0 0.0 0.1 0.0 0.05 0.01 
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Table 5. Summary of observed and simulated event-scale suspended sediment yields at 
the Cannata Basin, Sicily. 

Event  
Runoff 
(base+surface) 
(mm) 

Suspended 
sediment yield  
(103 kg) 

Average 
suspended 
sediment 
concentration 
(g/l) 

n. date 

Rainfall 
(mm) 

Obs Sim Obs Sim Obs Sim 
1 23-24/11/1997 28.2 8.8 10.6 25.7 29.6 2.2 2.5 
2 25-26/01/1998 23.0 12.1 0.7 3.2 0.4 0.2 0.4 
3 31/01-1/2 19.0 4.3 1.4 7.5 1.3 1.3 0.8 
4 12/12 12.4 2.8 0.1 4.8 0.3 1.3 0.7 
5 22/12 18.8 4.2 2.6 2.0 5.3 0.4 1.7 
6 03-04/01/1999 62.0 43.4 22.9 50.5 36.7 0.9 1.2 
7 13-15/01/2000 93.8 45.7 35.7 72.5 69.5 1.2 1.2 
8 19/1 9.6 2.8 0.4 0.7 0.3 0.2 0.6 
9 28-30/01/2001 21.4 14.6 1.9 18.7 1.9 1.0 0.6 
10 17-19/01/2002 11.2 2.4 0.0 0.6 0.0 0.2 0.1 
11 03-04/04 23.0 3.0 0.7 5.1 0.7 1.3 0.6 
12 4/5 12.8 7.1 0.2 8.8 0.2 1.0 0.5 
13 4/6 7.8 6.0 0.0 4.1 0.0 0.5 0.1 
14 4/22 66.2 17.8 129.9 25.4 129.9 1.1 3.6 
15 25-26/12 37.6 16.1 41.4 43.5 41.4 2.1 1.5 
16 18-19/01/2003 20.2 12.9 3.0 4.3 3.0 0.3 0.5 
17 25-26/01 25.6 13.2 6.1 11.5 6.1 0.7 0.8 
18 03-04/03 20.8 11.9 4.3 1.8 4.3 0.1 1.3 
19 04-05/04 67.6 53.4 154.1 8.4 154.1 0.1 3.2 
20 09/04 11.0 12.0 4.8 0.7 4.8 0.0 1.5 
21 19/10 13.0 1.7 0.3 0.1 0.3 0.0 0.7 
22 25-26/11 27.6 13.1 13.0 17.5 13.0 1.0 1.3 
23 11-12/12 135.6 159.5 379.8 283.8 379.8 1.4 2.6 
24 13/12 5.2 6.1 0.6 7.8 0.6 1.0 0.5 
25 29-30/12 11.4 7.9 1.4 20.1 1.4 2.0 1.0 

 
Table 6. Statistics of event sediment yield for the calibration/validation tests of SWAT 

at the Cannata Basin, Sicily. 

 
Statistics of event-scale sediment yield 
after model calibration 

Statistics of event-scale sediment yield after 
model validation 

 Mean Median Max SD R2 E Mean Median Max SD R2 E 
 [103kg] - - [103kg] - - 
Obs 23.3 6.2 72.5 28.3 - - 27.2 8.4 283.8 67.1 - - 
Sim 17.9 3.3 69.5 25.4 0.95 0.91 43.6 3.0 379.8 98.3 0.80 0.41
 

Conclusions 
 
     The overall results of this SWAT performance evaluation carried out for the Cannata 
Basin are promising. The model showed a good capability in simulating surface runoff when 
the FAO Penman-Monteith equation was used to calculate the potential evapotranspiration. 
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Increasing the default Curve Number values, on the basis of the average slope of the 
subbasins, did not improve model performance. Further investigations are needed to improve 
the estimation of baseflow, which is, however, not of particular relevance in the examined 
conditions. A good simulation of 25 event suspended sediment yields was found after a 
calibration/validation process was conducted by increasing the default values of the USLE-C 
factor for both pasture and winter wheat. A major overestimation of sediment yield was 
found for three events due to an overestimation of the suspended sediment concentration. The 
differences between the observed and simulated sediment yields could be due to small 
entities of the sediment loads and the fact that the model was run on a daily time-step to 
simulate events. 
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Abstract 
 
   The sequentially coupled SWAT-MODFLOW model was developed and applied to 
Bocheong-cheon IHP experimental watershed in Korea. The performance of the SWAT-
MODFLOW coupled model was tested against the measured runoff data and simulation 
results of the SWAT model for five years between 1992 and 1996. The simulation results of 
SWAT-MODFLOW indicate that its overall performance in estimating runoff responses is 
slightly worse than that of the SWAT model. However, the application of SWAT-MODFLOW 
allows us to identify the spatial distribution of the groundwater table and to estimate the 
interaction flux between streamflow and groundwater flow. This study suggests that there is a 
need to reduce the uncertainty associated with identifying MODFLOW model parameters and 
boundary conditions and characterizing aquifer structure in order to improve its applicability 
to the medium to large watershed scale. 
 
Keywords: SWAT, MODFLOW, Runoff Response, Bocheong-cheon Watershed 
 
Introduction 
 
   This study is concerned with comparing the SWAT model (Neitsch et al., 2001) with the 
sequentially coupled SWAT-MODFLOW model for simulating the runoff response at the 
medium to large watershed scale. The sequentially coupled SWAT-MODFLOW model can be 
formulated by superimposing surface runoff and lateral flow calculated from SWAT on 
baseflow calculated from MODFLOW (McDonald and Harbaugh, 1988). In the past, a 
number of studies have been conducted by coupling a semi-distributed watershed model with 
the MODFLOW groundwater model. Perkins and Sophocleous (1999) developed 
SWATMOD which dynamically couples SWAT with the MODFLOW model. Davis (2001) 
also developed ISGW model which integrates HSPF (Bicknell et al. 1997) with the 
MODFLOW model.  
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   Since the baseflow component of the SWAT model is based on the lumped model 
structure and the application of the integrated SWAT-MODFLOW model to Korea’s 
watershed has been very limited, there is a need to understand the applicability of the 
sequentially coupled SWAT-MODFLOW model to simulating runoff responses in Korea’s 
watersheds. The specific objective of this paper is to compare the sequentially coupled 
SWAT-MODFLOW model with SWAT and to understand the performance of both models for 
reproducing runoff responses. 

 
Methods and Materials 
 
SWAT Model 
   The Soil and Water Assessment Tool (SWAT) was used to investigate the runoff response 
in the Bocheong-cheon watershed in Korea. The Bocheong-cheon watershed is one of the 
IHP research basins in Korea and the hydrologic data have been collected since 1984. The 
watershed area being studied is about 350 km2 and the average elevation of the watershed is 
about 283 m. The main land use types in the watershed are mixed forest, occupying 63%, and 
agricultural land, occupying 26%, of the watershed.  

Figure 1 shows the raingage and water level stations in the Bocheong-cheon watershed. 
The daily rainfall data measured at 11 raingage stations, shown in Table 1, were used as input 
to the SWAT model. The climatic input data at six stations, shown in Table 2, were used to 
define wind speed, relative humidity, daily maximum and minimum temperature, and solar 
radiation.  

Since the topography, soil, and land use maps are required to prepare the input data of the 
SWAT model, digital maps of 1:25,000 scale were applied in this study. For the estimation of 
major flow processes, the SCS curve number equation was used to calculate surface runoff, 
the Penman-Monteith equation was used for potential evapotranspiration, and the 
Muskingum-routing method was used to model channel flow for the SWAT model 
simulations. The soil physical parameters such as bulk density, available water capacity, and 
saturated hydraulic conductivity of each soil layer were estimated by using a pedo transfer 
function developed by Saxton et al. (1986). 
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Figure 1. Bocheong-cheon Watershed. 
 

Table 1. Annual average rainfall from 1992 to 1996. 

Station 
Elevation  
(m) 

Annual precipitation 
(mm) 

An Nae 80 1350.5 
Myo Geum 140 1004.5 
Cheong San 120 1050.7 
Jung Nyul 180 1103.0 
Kwan Gi 160 998.1 
Pyeong On 200 1102.8 
Sam Ga 380 818.7 
Song Jug 130 1087.9 
Sam San 150 1066.2 
Dong Jeong 210 1163.8 
Yi Weon 220 1000.5 
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Table 2. Average and standard deviation of climatic variables in Bocheong-cheon 
Watershed. 

Station 
Elevation 

(m) 
Wind speed

(m/s) 
Relative 
humidity 

Daily 
maximum 

temperature 
(℃) 

Daily 
minimum 

temperature 
(℃) 

Daily solar 
radiation 
(MJ/㎡) 

Cheongju 59 1.9(0.87) 0.67(0.11) 18.35(10.25) 7.28(10.49) 12.54(6.24) 

Geumsan 67.1 1.15(0.61) 0.7(0.1) 18.48(9.91) 5.26(10.65) No record 

Daejeon 170.7 1.68(0.87) 0.69(0.12) 18.51(9.9) 7.73(10.25) 13.43(6.8) 

Chupungryong 245.9 2.59(1.78) 0.67(0.14) 17.58(9.96) 6.61(9.63) 11.82(6.11) 

Munkyung 172.1 1.78(0.95) 0.65(0.15) 17.52(10.01) 5.97(9.9) No record 

Boeun 170 1.65(1.14) 0.72(0.1) 17.25(9.98) 4.36(10.7) No record 

Note: The values in the parenthesis indicate a standard deviation. 
 
Sequentially Coupled SWAT-MODFLOW Model 
  The surface runoff and baseflow responses were examined by sequential coupling of the 
SWAT and MODFLOW models. Figure 2 shows the conceptualization of the sequential 
coupling between SWAT and MODFLOW. In the sequential approach, SWAT was simulated 
before MODFLOW, then the recharge flux calculated from SWAT was used as the recharge 
input to the MODFLOW model. After MODFLOW was simulated, total runoff was estimated 
by summing up baseflow calculated from MODFLOW, and surface runoff and lateral flow 
was estimated from the SWAT model. 
  For the simulation of the MODFLOW model, the Bocheong-cheon watershed was divided 
into 10,000 cells and no flow boundary condition was applied to the watershed boundary by 
assuming that the surface and groundwater divide coincided. The stream boundary condition 
was treated using the river package of the MODFLOW model.  
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Figure 2. Conceptualization for coupling SWAT and MODFLOW. 
 
Results 
 

The performance of the SWAT model and sequentially coupled SWAT-MODFLOW model 
was evaluated against the daily streamflow measured at the Gidai station of the Bocheong-
cheon watershed. At this phase, the calibrated SWAT model parameters were minimized such 
that groundwater related parameters (GW_DELAY, ALPHA_BF, and REVAPMN) and the 
Manning roughness coefficient for main and tributary channels (CH_N2 and CH_N1) were 
identified by a manual calibration method, and other parameters were specified as default 
parameters determined by the SWAT GIS interface. The MODFLOW parameters, such as 
hydraulic conductivity, specific storage, and specific yield, were specified based on the 
available pumping test results and range of parameters for various porous materials given in 
Batu (1998).  
  Table 3 shows the simulated results for the SWAT and SWAT-MODFLOW models against 
measured runoff. For a comparison measure, Nash-Sutcliffe efficiency index (E.I.) defined by 
Nash and Sutcliffe (1970) was used along with average and standard deviation of runoff time 
series. In addition to daily runoff response, three different averaged daily runoff time series 
were constructed. The SWAT model performed better than the SWAT-MODFLOW model in 
terms of Nash-Sutcliffe efficiency index and the coefficient of determination, as shown in 
Table 3 and Figure 3. The Nash-Sutcliffe efficiency index increased from 0.62 to 0.83 as the 
averaging period for runoff time series increased. However, the average values of runoff time 
series calculated from both SWAT and SWAT-MODFLOW slightly overestimated the 
measured average value. The average values of runoff time series estimated from SWAT-
MODFLOW exhibited smaller error compared to the average values calculated from the 
SWAT model. Both the SWAT and SWAT-MODFLOW models underestimated the standard 
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deviation of measured runoff time series. And the SWAT model performed better than SWAT-
MODFLOW in reproducing the standard deviation of runoff. Figure 4 shows a comparison of 
daily runoff between SWAT and SWAT-MODFLOW, in which both models show good 
agreement with the determination coefficient of 0.88.  

 
Table 3. Performance of SWAT and SWAT-MODFLOW model. 

Runoff type Measure type SWAT 
SWAT-

MODFLOW 
Measurement 

Average 6.3 6.1 5.5 

Standard 
deviation 

13.0 9.7 19.1 Daily runoff 

E.I. 0.62 0.52 - 
Average 6.3 6.1 5.5 
Standard 
deviation 

10.1 6.4 11.8 
10 day 
averaged 
runoff 

E.I. 0.8 0.68 - 
Average 6.4 6.2 5.5 
Standard 
deviation 

9.0 5.4 9.8 
20 day 
averaged 
runoff 

E.I. 0.83 0.7 - 
Average 6.4 6.2 5.5 
Standard 
deviation 

8.2 4.7 8.6 
30 day 
averaged 
runoff 

E.I. 0.83 0.71 - 

Note: The units of average and standard deviation are in ㎥/s.  

 

 
Figure 3. Comparison between measured and simulated daily runoff responses. 
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Figure 4. Comparison of daily runoff between SWAT and SWAT-MODFLOW model. 

 
Conclusions 
 
  The spatially distributed groundwater flow model, MODFLOW was sequentially coupled 
with the SWAT model based on the principle of superimposition and tested against the 
measured runoff time series. The simulation of the SWAT and SWAT-MODFLOW models 
using five years of daily runoff data from 1992 to 1996 reveals that the SWAT model 
performs better than the coupled SWAT-MODFLOW model in reproducing runoff responses 
at the Gidae water stage station within the Bocheong-cheon experimental watershed in Korea. 
The poorer performance of the coupled SWAT-MODFLOW model is mainly due to 
uncertainty in conceptualizing aquifer structure and identifying MODFLOW model 
parameters and boundary conditions. Based on the findings of this study, it would be difficult 
to apply the coupled SWAT-MODFLOW model at a large watershed scale unless sufficient 
data for characterizing the groundwater system is available. However, the main advantages in 
applying the coupled SWAT-MODFLOW model are to predict the spatial distribution of the 
groundwater table and to better estimate the water flux exchange between stream and 
groundwater. The simulation of the coupled SWAT-MODFLOW model indicates that the 
baseflow component of SWAT needs to be further tested since the SWAT model lacks aquifer 
storage effect in generating baseflow. 
 
Acknowledgements 
  This research was supported by a grant (2-2-2) from the Sustainable Water Resources 
Research Center of 21st Century Frontier Research Program. 
 
 
 
 



3rd International SWAT Conference 

 278

References 
 
Batu, V., 1998, Aquifer hydraulics, John Wiley & Sons, Inc. 
Bicknell, B.R., J.C. Imhoff, J.L. Kittle, A.S. Jr. Donigian, R.C. Johanson, 1997, Hydrological 

Simulation Program-Fortran, U.S. Environmental Protection Agency, National Exposure 
Research Laboratory, Athens, GA, EPA/600/R-97/080, 755 p. 

Davis, P.R., 2001, Integrated surface and ground water management, Proceedings of the 
specialty symposium held in conjunction with the world water and environmental 
resources congress, ASCE, pp. 100-109. 

McDonald, M.G. and A.W. Harbaugh, 1988, A modular three-dimensional finite-difference 
ground-water model, U.S. Geological Survey Open-File Report 83-875. 

Nash, J.E. and J.E. Sutcliffe, 1970, River flow forecasting through conceptual models, Part 1- 
A discussion of principles, Journal of Hydrology, 10, pp. 282-290. 

Neitsch, S.L., J.G. Arnold, J.R. Kiniry, J.R. Williams, 2001, Soil and Water Assessment Tool 
Theoretical Documentation Version 2000. Agricultural Research Service. Texas 
Agricultural Experiment Station. Temple, Texas. 

Perkins, S. and M. Sophocleous, 1999, Development of a comprehensive watershed model 
applied to study stream yield under drought conditions, Ground Water, 37(3), pp. 418-426, 

Saxton, K.E., W.J. Rawls, J.S. Romberger, and R.I. Papendick, 1986. Estimating generalized 
soil-water characteristics from texture. SOIL Sci. Soc. Am. J., 50, pp. 1031-1036. 



 
 
 
 
3rd International SWAT Conference 

 
 

279

Hydrological Modelling using SWAT for Effective Management of a Small Agricultural 
Watershed 

 
M. P. Tripathi  
Associate Professor, Department of Soil and Water Engineering, Faculty of Agricultural 
Engineering, Indira Gandhi Agricultural University, Raipur- 06 (CG) India. E-mail: 
drmpt64@hotmail.com 
 
 
Abstract 
 
     The Soil and Water Assessment Tool (SWAT) was tested on a daily and monthly basis 
and applied for developing the management scenarios for the critical subwatersheds of a 
small agricultural watershed (Nagwan) in eastern India. Watershed and subwatershed 
boundaries, drainage networks, slope, and soil texture maps were generated using GIS. 
Supervised classification methods were used for land use/cover classification from satellite 
imagery. Manning's n for overland and channel flows were calibrated for the monsoon season 
of 1996. The model was validated for the year 1997. The model accurately simulated daily 
and monthly values for runoff and sediment yield from the studied watershed. Simulated 
values for organic N, P, NO3-N, and soluble P agreed well with observed values. The model 
was found to be satisfactory in generating daily and monthly rainfall during the period from 
1996 to1998. The predicted values for daily runoff and sediment yield using generated 
rainfall compared well with observed runoff and sediment yield during those years. An 
adequately tested model was used for developing the management plan for the critical 
subwatersheds, which were identified on the basis of average annual sediment yield and 
nutrient losses. The subwatersheds WS12, WS9, WS7, WS10, and WS6 were found to be 
critical. Several combinations of treatments including crops, tillage, and levels of fertilizer 
were considered. The existing practice was considered as the base for evaluating other 
management practices for rice. It was found that other crops could not replace rice since these 
crops resulted in higher sediment yield as compared to rice. An MB plough increased 
sediment yield by about 39 percent and decreased nutrient losses by about 22, 50, 3, and 37 
percent N, P, NO3-N, and soluble P, respectively as compared to the conventional tillage for 
the existing level of fertilizer. A decrease in sediment yield as compared to conventional 
tillage was found to be about 19, 11, and 10 percent for zero tillage, conservation tillage, and 
field cultivator, respectively. The impact of zero and conservation tillage on nutrient losses 
for all levels of fertilizer doses was found to be more than that of the other tillage practices. It 
can be concluded that field cultivator followed by conventional tillage is a better option than 
the other tillage practices. Also, a dose of 40:30 kg/ha of N:P fertilizer proved to be 
appropriate for rice with either conventional tillage or field cultivator, and therefore is 
recommended for adoption in the critical subwatersheds of the Nagwan Watershed.  
 
Introduction 

 
     Estimation of runoff and sediment yield is necessary for the design of conservation 
structures to reduce the ill effects of sedimentation and to select the priority watersheds for 
implementing and evaluating the watershed management programmes with limited resources. 
Effective control of soil erosion requires implementation of best management practices in 
critical erosion prone areas. This effort can be enhanced by the use of physically-based 
computer simulation models, remote sensing data, and a GIS techniques, which can assist 
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management agencies in both identifying the most vulnerable erosion prone areas and 
selecting appropriate management practices. 
     Many hydrologic and water quality models like ANSWERS, AGNPS, HSPF, MIKE SHE, 
SWRRB, SWAT, and WEPP are presently in use to evaluate the parameters involved in 
hydrological and environmental processes. Among these models, SWAT is a newly 
developed model, which can be applied to a large ungauged rural watershed with hundreds of 
small subwatersheds (Arnold et al., 1996). SWAT is a process-based hydrological model; its 
major components include surface hydrology, weather, sedimentation, soil temperature, crop 
growth, nutrients, pesticides, ground water, and lateral flow. The compilation and input of 
hydrologic data that are required by the SWAT model can be extracted with the use of GIS 
mainly from map layers including land use/cover, DEM, soil, slope, drainage, and 
watershed/subwatershed boundaries.  
     Previous applications of SWAT have shown promising results (Srinivasan et al., 1993; 
Rosenthal et al., 1995; Bingner et al., 1997; Srinivasan et al., 1998; Arnold et al., 1999; 
Santhi et al., 2001). In these studies, the model was tested mainly on a monthly and annual 
basis for predicting runoff and sediment yield. A few studies on the application of the SWAT 
model for developing best management scenarios for critical erosion prone areas of a 
watershed have been reported. However, no study is available in the literature under Indian 
conditions for the prediction of surface runoff and sediment yield. In India, very little efforts 
have been made on the use of hydrologic and water quality models to develop an effective 
management plan for small agricultural watersheds using a systematic modelling approach.  
     It is obvious that rainfall data for several years are required for developing the long-term 
management plan of a watershed. Many process-based hydrological models, including 
SWAT, have the capability to generate rainfall and thereafter, runoff, sediment yield, and 
nutrient losses. Adequate procedures to calibrate and validate the SWAT model are an 
important research issue. A model should be adequately tested before using it in developing 
effective management plans, specifically when generated rainfall is the basic input. The basic 
requirement for any watershed hydrology model is an adequate capability to estimate surface 
runoff because it influences the transport of sediments and agro-chemicals.  
     Numerous studies have indicated that, for many watersheds, a few critical areas are 
responsible for a disproportionate amount of the pollution (Maas et al., 1985; Storm et al., 
1988; Dickinson et al., 1990). Critical areas of a watershed can be defined both from the land 
resource and water quality perspectives (Maas et al., 1985). From the land resource 
perspective, critical areas are those land areas where the soil erosion rate exceeds the soil loss 
tolerance value. Critical areas from the water quality perspectives are areas where the 
greatest improvement can be achieved with the least capital investment in best management 
practices.  
     The average soil loss value of 16.4 t/ha/yr (Dhruva Narayana, 1993) and permissible soil 
loss value of 11.2 t/ha/yr (Mannering, 1981) can be taken into consideration for identifying 
critical subwatersheds. Priorities can be fixed on the basis of ranks assigned to each critical 
subwatershed according to ranges of soil erosion classes described by Singh et al. (1992) for 
Indian watersheds. Tim et al. (1992) used an average soil loss tolerance value of 9.0 t/ha/yr in 
a study to identify critical areas. They also considered a threshold value of 1.12 kg/ha/yr for 
the loading rate of P. A threshold value of 10 mg/l for nitrate nitrogen and 0.5 mg/l for 
dissolve phosphorous, as described by EPA (1976), can be considered as a criterion for 
identifying critical subwatersheds. 
     This study was undertaken with the major objectives of calibrating and validating the 
SWAT model for the Nagwan Watershed in eastern India using satellite data and GIS to 
identify critical subwatersheds and evaluating best management practices. 
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Materials and Methods 
 
     The Nagwan watershed (92.46 km2) is located in the Upper Damoder Valley Corporation 
(DVC) in the Hazaribagh district of Jharkhand, India (Figure 1). The watershed lies between 
85.25o to 85.43o E longitudes and 23.99o to 24.12o N latitudes with an elevation ranging from 
550 to 640 m above MSL. Rainfall, runoff, and sediment yield data for 12 years (1991 to 
2002) were collected from DVC, Hazaribagh. IRS-1B (LISS II) satellite data from October 
19, 1996 were collected and used for land use/cover classification. Topographic maps 
(1:50,000) were collected from Survey of India, Calcutta. Soil resources data were collected 
from DVC, Hazaribagh for use in the study.  
     The package EASI-PACE was used for terrain analysis and image processing. The DEM, 
watershed boundary, drainage networks, and slope map were generated using the procedure 
described by Jenson & Domingue (1988). The delineated watershed was subdivided into 12 
subwatersheds on the basis of topography. A supervised land use classification method was 
used for land use/cover classification. The land use classes were identified as upland and low 
land rice (32.95 km2), orchards (2.94 km2), deep and shallow water (1.71 km2), closed and 
open forest (4.05 km2), fallow land (8.26 km2), grasses/shrubs (16.21 km2), upland crops 
(7.85 km2), and settlements (13.40 km2). A soil texture map was generated using soil 
resource data. Areas with different soil textures were found to be 11.0, 14.6, 12.1, 8.3, 39.0, 
and 5.2 km2 for silty clay loam, loam, sandy loam, loamy sand, silt loam, and clay loam, 
respectively.  
     The weighted average curve number (CN) for each subwatershed was calculated using the 
land use/cover map, soil texture map, and standard curve numbers for India. Other input 
parameters for the delineated subwatersheds were extracted using the various maps. The 
observed surface runoff and sediment yield for the monsoon season (June to October) in 1996 
were used for evaluation of model calibration performance. The input parameters that showed 
negligible variation in monthly surface runoff and sediment yield were not calibrated and 
taken as suggested by Arnold et al. (1996). The weighted average values for the parameters 
such as runoff curve number, surface slope, channel length, average slope length, channel 
width, channel depth, soil erodibility factor, and other soil layer data were taken for each 
subwatershed (Table 1). Manning's n values for overland channel flows were calibrated.  
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Figure 1. Location of the Nagwan Watershed in India. 
 

   Table 1. Subwatershed input data for the SWAT model. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     The model was validated for the year 1997 using rainfall, temperature, and curve numbers 
for 1996. Frequency distributions for simulated monthly runoff and sediment yield were 
compared with distributions of their observed counterparts for the years 1998 to 2002. The  
model’s ability to generate rainfall was also evaluated for a three-year period (1996 to 1998). 
The model performance was evaluated on the basis of test criterion recommended by the 
ASCE Task Committee (1993). Graphical and statistical methods were also used for 
evaluating the model performance. The critical subwatersheds were identified on the basis of 
average annual sediment yield and nutrient losses during the period from 1996 to 1998. The 

Sub- 
watershe

d 

Area 
(km2) 

Slope 
(%) 

Curve 
Number

Ave. slope
length (m)

Channel 
length (m)

Channel
slope 
(%) 

K value P value 

WS1 17.19 2.2 83.6 464.3 9.60 .005 0.28 0.60 
WS2 9.33 3.0 71.0 493.8 5.28 .008 0.19 0.50 
WS3 6.27 2.1 79.7 481.6 1.80 .001 0.22 0.60 
WS4 9.89 2.2 55.0 456.4 5.40 .004 0.26 0.60 
WS5 14.67 2.1 68.9 395.8 6.00 .005 0.21 0.60 
WS6 3.54 2.8 80.1 492.3 2.25 .001 0.19 0.50 
WS7 9.46 3.1 69.0 517.0 5.76 .005 0.24 0.50 
WS8 4.24 2.3 68.9 574.3 2.94 .006 0.19 0.60 
WS9 3.10 2.9 74.7 437.8 2.25 .008 0.23 0.50 
WS10 7.23 3.3 66.5 454.7 5.40 .009 0.23 0.50 
WS11 4.80 2.9 79.2 479.4 3.36 .009 0.17 0.50 
WS12 0.51 9.1 66.8 290.8 0.90 .006 0.25 0.60 
WS 90.23 2.3 72.0 461.7 13.86 .005 0.21 0.60 
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ranges of erosion rates and their classes suggested by Singh et al. (1992) were inferred. The 
critical subwatersheds were then considered in evaluating the management scenarios to 
reduce the runoff rate, sediment yield, and nutrient losses from the Nagwan Watershed. A 
total of 60 combinations of treatment options, which included crops (rice, maize, groundnut, 
and soybean), tillage (T1-zero, T2-conservation, T3-field cultivator, T4-MB plough and T5-
conventional), and levels of fertilizer (F1-existing, F2-half of the recommended and F3-
recommended) were considered in this study. The values of mixing efficiency 0.05, 0.25, 
0.30, 0.90, and 0.50 were considered, for zero, conservation, field cultivator, MB plough, and 
conventional tillage, respectively. 
 
Results and Discussion 

 
Model Calibration  
     Manning's n values for overland flow (0.065) and channel flow (0.040) were considered 
for the Nagwan Watershed during calibration. Results showed that the observed and 
simulated daily runoff and sediment yield for the calibration period (June to October 1996) 
matched quite well. A coefficient of determination (r2) of 0.94 and 0.98 for runoff and 
sediment yield, respectively, indicated a close relationship between measured and predicted 
runoff and sediment yield. A Nash-Sutcliffe simulation efficiency (COE) of 0.90 and 0.91 for 
runoff and sediment yield, respectively, also supported this finding. Comparison of means 
using the Students t-test also revealed that the means of observed and predicted runoff and 
sediment yield were not significantly different at a 95% confidence level. The overall percent 
deviation (Dv) of 5.0 and 14.9% for runoff and sediment yield, respectively, indicated that 
the model was predicting satisfactorily (Table 2).  
 
Model Validation  
     Results showed that the magnitude and temporal variation of simulated runoff and 
sediment yield matched closely with the observed runoff values for the entire monsoon 
season in 1997. High r2 values of 0.91 and 0.89 for runoff and sediment yield, respectively, 
indicated a close match between measured and predicted values. A close agreement between 
the means and standard deviations of the measured and predicted runoff and sediment yield 
indicated that the frequency distributions were similar. High COE values of 0.87 and 0.89 
and Dv values of 4.6 and 13.3%, indicated that the model was accurately validated for 
predicting runoff and sediment yield from the Nagwan Watershed (Table 2).  
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Table 2. Statistical results for daily observed and simulated runoff and sediment 
yield.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Distribution of Monthly Runoff and Sediment Yield  
     The validation results for measured and simulated monthly surface runoff and sediment 
yields for the monsoon months during a five-year period were quite good (Figures 2 and 3). 
A high value of coefficient of determination of 0.84 indicated a good agreement between 
distributions of monthly runoff values. The means of observed (42.4 mm) and simulated 
(45.9 mm) monthly runoff were found to be similar at a 95% confidence level. A value of 
coefficient of simulation efficiency (0.83) also indicated a good agreement between the 
monthly frequency distributions. An overall deviation of 8.4% indicated that, in general, the 
simulated monthly surface runoff compared well with measured monthly values. The mean of 
the observed (1.58 t/ha) and simulated (1.47 t/ha) monthly sediment yield was statistically 
similar at the 95% confidence level, and high values for the coefficient of determination 
(0.92) and coefficient of simulation efficiency (0.91) indicated a good agreement between the 
observed and simulated monthly sediment yield. Overall percent deviation indicated that the 
model was under-predicting monthly sediment yield values by 7.1%.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Runoff (mm) Sediment (t/ha) 
1996 1997 1996 1997 

Statistical 
Parameters 
 Obs. Sim. Obs. Sim. Obs. Sim. Obs. Sim. 
 Mean   1.89  1.79  2.80  2.68  0.028 0.032 0.026 0.022
 Std. 
deviation  

 6.36  7.51  7.06  8.16  0.170 0.213 0.072 0.067

 Max. Peak   50.26  64.29  50.33  57.00  1.960 2.500 0.538 0.460
 Total   288.91 274.39 429.07 409.40 4.318 4.960 3.885 3.330
 Count  153  153  153  153  153  153  153  153 
 t-cal 0.556  0.531 0.311 0.063 
 t-critical  1.976  1.976 1.976 1.976 
 r2 0.946  0.912 0.980 0.891 
 % Deviation 5.0  4.6 -14.9 14.3 
 COE 0.90 0.87 0.91 0.89 
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Figure 2. Graphical comparison of observed and simulated monthly runoff. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Graphical comparison of observed and simulated monthly sediment 
yield. 

 
Nutrients  
     The observed and simulated nutrient losses were tested for the 12 events in the monsoon 
season during 1997. Observed and simulated mean organic nitrogen, phosphorous, NO3-N, 
and soluble P were not significantly different at the 95% level of confidence. The Dv value 
was found to be 15.8, 11.7, 3.7, and 12.5 percent for organic N, P, NO3-N, and soluble P, 
respectively, indicating that the model was predicting nutrient losses satisfactorily. An r2 

value of 0.82, 0.89, 0.86, and 0.82 for organic N, P, NO3-N, and soluble P, respectively, 
indicated good agreement between observed and simulated values for nutrient losses for the 
12 rainfall events during 1997.  
 
Rainfall Generation  
     The SWAT model generates rainfall using the first order Markov chain model. Results 
showed that the predicted daily rainfall values were quite close to the observed rainfall for 
the monsoon season for the years 1996 to 1998. The scattergram of observed and simulated 
monthly rainfall indicated that the observed and simulated rainfall values were uniformly 
distributed along a 1:1 line (Figure 4). A high value for r2 (0.91) indicated that model was 
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able to generate monthly rainfall close to the observed rainfall. The Student’s t-test indicated 
that the means for monthly observed (101.2 mm) and simulated (109.8 mm) rainfall were 
similar at the 95% level of confidence. The lower value of deviation (8.5%) indicated that the 
model predicted monthly rainfall values that were close to the observed values. Further, the 
model predicted daily runoff and sediment yield for the monsoon seasons for the years 1991 
to 1998 using generated rainfall were also in close agreement with the observed runoff and 
sediment yield (Table 3). 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   Figure 4. Comparison between observed and simulated monthly rainfall (1996-
1998). 
 

 
Table 3. Statistical results for monthly observed and simulated rainfall, 
runoff, and sediment yield during monsoon seasons (1991-1998).  

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Identification of Critical Subwatersheds  
     On the basis of soil erosion rates (Singh et al., 1992), the erosion classes were assigned to 
each subwatershed. The WS5 fell under the moderate (5 to 10 t/ha/yr) soil loss group of soil 
erosion classes. The WS12, WS9, WS7, WS6, and WS10 fell under the high (10 to 20 

Rainfall (mm) Runoff (mm) Sediment 
(t/ha) Statistical 

parameters Obs. Sim. Obs. Sim. Obs. Sim. 
 Mean  203.33 226.80  63.68 70.60  0.78 0.82 
 Standard error  40.83 54.29  16.71 16.74  0.18 0.29 
 Standard 
deviation  91.30 121.41  37.36 37.42  0.41 0.64 
 Maximum  274.64 340.00  107.22105.50 1.23 1.59 
 Minimum  51.23 36.00  13.91 22.70  0.13 0.03 
 Total  1016.651134.00 318.40352.99 3.90 4.09 
 Count  40 40  40 40  40 40 
 t-cal  -1.314  -0.893  -0.267 
 t-critical (two-tail)  2.776  2.776  2.776 
 r2  0.938  0.797  0.807 
 % Deviation  -11.5  -10.9  -5.0 
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t/ha/yr) soil loss group of soil erosion classes, whereas other subwatersheds fell under the 
slight erosion classes. The nutrient losses obtained from these subwatersheds were also 
slightly higher in comparison to that of the other subwatersheds (Table 4). 
 
     Table 4. Model output for identification of critical subwatersheds (1996-1998). 

 
Effective Management  
     In order to create an appropriate management strategy suited to the farmers of the 
watershed, a set of 60 combinations of various treatments were studied for each critical 
subwatershed and the best management plan was developed. For all critical subwatersheds, 
runoff, sediment yields, and nutrient losses showed similar trends and thus the results related 
to one sample subwatershed (WS7) are presented. Results showed that the rice could not be 
replaced by maize, groundnut, and soybean since these crops resulted in higher sediment 
yield as compared to rice. The farmers of the watershed generally grow rice using 
conventional tillage with a 25:15 kg/ha level of N:P fertilizer during the monsoon season. 
Therefore, the existing management practice was considered as a base for evaluating other 
management practices for rice. 
     Average annual runoff increased slightly for all the fertilizer and tillage treatments except 
for the MB plough, where it decreased as compared to existing tillage. On average, the 
maximum increase in runoff was identified for zero tillage, followed by conservation tillage, 
and field cultivator. There was no effect of tillage on rice yield with the recommended 
fertilizer dose (80:60 kg/ha of N:P). Use of an MB plough increased sediment yield by about 
30% as compared to conventional tillage. This high sediment yield was due to the higher 
mixing efficiency of the MB plough. The lowest sediment yield (about 11 t/ha) was found for 
zero tillage at all fertilizer levels. The decrease in sediment yield as compared to 
conventional tillage was found to be about 19, 11, and 10 percent for zero tillage, 
conservation tillage, and field cultivator, respectively (Table 5).  
     Considering the existing fertilizer dose, the losses of NO3-N increased by about 3, 2, and 
1%, and decreased by 3% for conservation tillage, zero tillage, field cultivator, and MB 
plough, respectively. A similar trend was observed with half and full recommended doses of 
fertilizer for the NO3-N losses. For the 80:60 kg/ha dose of fertilizer, the soluble P losses 
were found to be slightly lower than other doses. However, the losses were the same for both 
zero tillage and conservation tillage. For all doses of fertilizer, soluble P losses were 

Sub- 
Watershed 

Area 
(km2) 

Runoff 
(mm) 

Sediment
(t/ha) 

Organic N 
(kg/ha) 

Organic P
(kg/ha) 

NO3-N
(kg/ha
) 

Soluble P 
(kg/ha) 

Erosion  
class 

Priorit
y 

WS1 17.23 467.68 4.41 5.00 2.38 2.71 0.27 Slight - 
WS2 9.29 274.78 3.66 4.15 1.99 1.42 0.17 Slight - 
WS3 6.32 422.14 4.39 5.03 2.39 2.29 0.25 Slight - 
WS4 9.93 143.59 1.68 1.96 0.94 0.75 0.09 Slight - 
WS5 14.71 284.49 7.00 7.50 3.58 1.15 0.18 Moderat

e 
- 

WS6 3.52 456.13 12.87 13.26 6.24 2.04 0.28 High V 
WS7 9.47 292.96 13.47 13.85 6.56 1.19 0.18 High III 
WS8 4.24 331.56 3.33 3.84 1.84 1.74 0.20 Slight - 
WS9 2.98 373.98 14.63 14.86 6.99 1.59 0.23 High II 
WS10 7.22 262.27 12.80 13.23 6.27 1.05 0.17 High IV 
WS11 4.78 416.65 4.67 5.30 2.53 2.25 0.25 Slight - 
WS12 0.54 256.34 18.82 18.40 8.79 1.26 0.16 High I 
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increased by about 30% for the field cultivator and decreased by about by 37% with the MB 
plough (Table 5). This means that the MB plough inverses and pulverizes the soil and mixes-
up the P thoroughly, and thereby it is not available at the surface to dissolve in runoff. 
 
 

Table 5. Effect of various tillage practices and fertilizer levels on subwatershed 
(WS7) yield as simulated by SWAT for the monsoon seasons of 1996-1998. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     The losses of N and P in the sediment were found to be 22 and 50% less, respectively, for 
the MB plough with existing fertilizer doses as compared to conventional tillage. At all 
fertilizer levels, organic N and P losses were lowest with the use of the MB plough (Table 5). 
As far as sediment loss was concerned, the zero tillage, followed by conservation tillage, and 
field cultivator was more suitable than the MB plough and conventional tillage. On the other 
hand, when nutrient losses were taken into consideration, the MB plough and conventional 
tillage were found to be suitable for the WS7. Considering both sediment and nutrient losses 
collectively, the conventional tillage was found to be better than the other tillage practices. 
     The field cultivator was found to be beneficial, as it was able to reduce the sediment yield 
by about 10%, as compared to conventional tillage, in each fertilizer application treatment 
(Table 5). Conversely, use of field cultivator increased nutrient losses. However, the field 
cultivator could be used since sediment losses were less than the conventional tillage and 
nutrient losses were within the permissible limit. The results also revealed that the 40:30 
kg/ha of N:P level of fertilizer proved to be better for rice with either conventional tillage or 
the field cultivator.  
 
Conclusions 
 
     The SWAT model accurately simulates runoff, sediment yield, and nutrient losses from 
the Nagwan Watershed on a daily and monthly basis. The SWAT model can successfully be 
used for identifying critical subwatersheds for management purposes. The model can be used 
for planning and management of the Nagwan Watershed on a long-term basis using generated 

Treatments Runoff 
(mm) 

Sediment 
(t/ha) 

Rice 
yield  
(t/ha) 

NO3-N
(kg/ha
) 

Soluble P 
(kg/ha) 

Organic N 
(kg/ha) 

Organic P 
(kg/ha) 

T1+F1 293.18 10.96 1.55 1.21 0.30 26.25 15.67 
T2+F1 293.02 11.94 1.55 1.22 0.30 28.20 16.84 
T3+F1 293.04 12.12 1.58 1.20 0.24 18.95 10.39 
T4+F1 292.82 18.73 1.64 1.15 0.12 10.87 3.26 
T5+F1 292.96 13.47 1.62 1.19 0.18 13.85 6.56 
T1+F2 293.28 10.83 1.63 1.26 0.30 27.02 16.55 
T2+F2 293.13 11.76 1.63 1.27 0.30 28.97 17.74 
T3+F2 293.13 12.03 1.66 1.24 0.24 19.59 11.08 
T4+F2 292.93 18.68 1.73 1.16 0.12 11.03 3.43 
T5+F2 293.04 13.44 1.68 1.21 0.18 14.33 7.05 
T1+F3 293.41 10.84 1.76 1.40 0.30 29.11 18.63 
T2+F3 293.27 11.77 1.76 1.41 0.30 31.20 19.97 
T3+F3 293.24 12.04 1.76 1.35 0.24 21.11 12.59 
T4+F3 292.96 18.67 1.76 1.19 0.12 11.38 3.79 
T5+F3 293.12 13.44 1.76 1.29 0.18 15.33 8.04 
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daily rainfall. For the existing rice crop, zero and conservation tillage practices along with 
40:30 kg/ha of N:P fertilizer can be recommended because the tillage reduces sediment yield 
by about 12 and 19%, respectively, as compared to existing tillage. The field cultivator is 
recommended to replace the conventional tillage because it reduces the sediment yield by 
10% as compared to conventional tillage. 
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An Analysis of the 2004 Iowa Diffuse Pollution Needs Assessment Using SWAT  
 

Philip W. Gassman, Silvia Secchi, Cathy L. Kling, Manoj Jha, Lyubov A. Kurkalova, 
and Hong-Li Feng 
Center for Agricultural and Rural Development (CARD), Dept. of Economics, 578 Heady 
Hall, Iowa State Univ., Ames, Iowa, 10011-1070, USA. Email:pwgassma@iastate.edu 
 
 
Abstract 
 
     An economic and environmental analysis for mitigating cropland diffuse pollution was 
performed for the Iowa Department of Natural Resources (IDNR) to support cost information 
to be supplied to the U.S. Environmental Protection Agency (USEPA) for the 2004 Clean 
Watersheds Needs Survey (CWNS). The assessment was performed for 13 major watersheds 
in Iowa by interfacing economic models with the Soil and Water Assessment Tool (SWAT) 
model, and utilizing available conservation practice costs and other relevant data. Calibration 
and validation of SWAT was initially performed for the Raccoon River Watershed; r2 and 
model efficiency (E) statistics were greater than 0.7 for most of the comparisons between 
simulated and measured annual and monthly stream flows, sediment loads, and nitrate losses. 
The majority of r2 and E values computed for annual comparisons between simulated and 
measured stream flows for the 13 study watersheds exceeded 0.85; the corresponding 
monthly statistics were generally greater than 0.75. The conservation practices that were 
analyzed included land set aside, terraces, grassed waterways, contouring, conservation 
tillage, and a simple nutrient reduction strategy. The program costs (net present value) of 
implementing the set of identified conservation practices over a 10-year phase-in period were 
estimated to range from $2.414 to $4.269 billion, depending on whether new and/or existing 
adopters are accounted for and if high or low cost estimates are used. The associated SWAT-
predicted reductions in sediment, nitrates, total N, and total P for the 13 watersheds ranged 
from 6 to 65%, 6 to 20%, 14 to 30%, and 28 to 59%, respectively. 
 

 
Introduction 
 
     The U.S. Environmental Protection Agency (USEPA) is required to perform a periodic 
national Clean Watersheds Needs Survey (CWNS) in response to directives that were 
established by the 1972 U.S. Clean Water Act. The purpose of the survey is to identify all 
existing water quality or public health problems, and the corresponding mitigation costs that 
would quailfy for funding from the Clean Water State Revolving Fund (CWSRF). Categories 
eligible for CWSRF funding include wastewater treatment systems, sewer and conveyance 
systems, storm water management programs, and diffuse pollution sources. Cost estimates of 
mitigating Iowa cropland diffuse pollution were not submitted for the 2000 CWNS (USEPA, 
2000) by the the Iowa Department of Natural Resources (IDNR). However, the IDNR wished 
to submit such cost estimates to the USEPA for the 2004 version of the CNWS, to provide a 
more accurate accounting of cropland diffuse pollution cost abatement in Iowa. In response, 
an assessment was performed for 13 major watersheds that cover 87% of Iowa (Figure 1) by 
interfacing economic models developed in-house at the Center for Agricultural and Rural 
Development (CARD) with the Soil and Water Assessment Tool (SWAT) model (Arnold et 
al., 1998), and utilizing available conservation practice cost and other relevant data. The 
study required: (1) calibration and validation of SWAT, (2) selection of the conservation 
practices to include in the study and associated program costs, and (3) estimation of the total 
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costs and and environmental impacts of implementing the conservation practices. The 
objective here is to breifly describe all three key phases of the study and to further discuss the 
implications of the results found for two different scenarios.  

 
 

Watershed Descriptions 
 
     The SWAT simulations were configured for 13 major watersheds in Iowa that range in 
size from 2,051 km2 to 37,496 km2 and together cover 87% of the state (Figure 1). These 
watersheds were selected because they were completely or mostly located in Iowa, and they 
represented the majority of Iowa land area for the SWAT scenarios. The key characteristics 
of each watershed are given in Table 1. The watersheds consist of one to nine U.S. 
Geological Survey (USGS) 8-digit Hydrologic Unit Code (HUC), or Cataloging Unit 
watersheds (Seaber et al., 1987). The 8-digit watersheds were used to define the Des Moines 
and Iowa River subwatersheds; smaller 10-digit watersheds (IDNR-IGS, 2004) were used to 
define the subwatersheds for the other 11 watersheds as discussed in the next section. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. The 13 watersheds (and subwatersheds) included in the study, and the location 
of each watershed within the Missouri River or Upper Mississippi River Watersheds. 
 

Table 1. Characteristics of the 13 study watersheds. 
Major land use (%) 

ID Watershed 
# of 8-
digit 

watersheds 

# of sub-
watersheds

Drainage 
area 

(km2) Cropland Grasslandb Forest Urban
1 Floyd 1 5 2,376 84 13 0 3 
2 Monona 1 5 2,452 78 19 2 1 
3 Little Sioux 2 10 9,203 86 13 1 0 
4 Boyer 1 5 2,820 68 26 4 2 
5 Nishnabotna 3 11 7,718 84 15 1 0 
6 Nodaway 1 7 2,051 52 41 5 3 
7 Des Moines 9 9 37,496 71 16 6 7 
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8 Skunk 3 12 11,246 69 25 5 1 
9 Iowa 9 9 32,796 77 12 4 8 
10 Wapsipinicon 2 11 6,582 77 19 3 1 
11 Maquoketa 1 10 4,827 56 32 10 3 
12 Turkey 1 9 4,400 56 25 16 3 
13 Upper Iowa 1 7 2,569 51 26 19 3 

 
 
SWAT Baseline Simulation Methodology 
 
     The U.S. Department of Agriculture (USDA) 1997 National Resources Inventory (NRI) 
database (Nusser and Goebel, 1997; http://www.nrcs.usda.gov/technical/NRI/) is a key data 
source that was used to perform the SWAT simulations for the 13 watersheds. The NRI 
contains soil type, landscape features, cropping histories, conservation practices, and other 
data for roughly 800,000 U.S. nonfederal land “points” including 34,120 in Iowa (14,472 of 
which are cropland points). Each point is assumed to represent a homogeneous area of land 
use, soil, and other characteristics (averaging about 430 ha in size) and is spatially referenced 
at the county, 8-digit watershed, Major Land Resource Area (MLRA), and state levels. Crop 
rotations incorporated in the SWAT simulations are derived from cropping histories reported 
in the NRI. Other land use data required for the baseline simulation were also obtained from 
the NRI. The tillage implements simulated for the different levels of tillage (conventional, 
reduced, mulch, and no-till) incorporated in the analysis were obtained from the USDA 1990-
95 Cropping Practices Survey (CPS), which is accessible at http://usda.mannlib.cornell. 
edu/usda/ess_entry.html. The distribution of tillage practices were based on data obtained 
from the Conservation Tillage Information Center (CTIC; http://www.ctic.purdue. 
edu/CTIC/CTIC.html) and were imputed to the NRI points as described by Feng et al. (2004). 
Historical precipitation, maximum temperature, and minimum temperature data obtained 
from the Iowa Environmental Mesonet (http://mesonet.agron. 
iastate.edu/request/coop/fe.phtml) for the 20-year period (1980-2000) were used for the 
SWAT simulations. The soil layer data required for the SWAT simulations was input from a 
soil database that contains soil properties consistent with those described by Baumer et al. 
(1994), with the additional enhancement of ID codes that allowed direct linkage to NRI 
points. 
     Delineation of each watershed into smaller spatial units required for the SWAT 
simulations consists of two steps: (1) subdividing each watershed (Figure 1) into either 8- or 
10-digit watersheds, and (2) creating Hydrologic Response Units (HRUs) within each of the 
subwatersheds. The smaller 10-digit subwatersheds were used for those watersheds that 
consist of 1 to 3 8-digit watersheds (Figure 1), to avoid potential distortions in predicted 
pollutant indicators when only a small number of subwatersheds are used in a SWAT 
application as found by Jha et al. (2004). The HRUs required for the SWAT baseline 
simulations were created by aggregating NRI points together that possess common land use, 
soil, and management characteristics; these HRUs represented “lumped” areas of common 
land use rather than explicit spatial locations, which is the standard approach with SWAT 
(e.g., Arnold et al., 2000). Further details of the subwatershed and HRU delineation methods 
used for this study are given in Jha et al. (2005) and Kling et al. (2005). 
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SWAT Calibration and Validation 
 

     A SWAT calibration and validation exercise (Jha et al., 2005) was performed for the 
Raccoon River Watershed, which is a subwatershed of the Des Moines River Watershed 
(Figure 2). The Raccoon River Watershed was chosen for the calibration and validation phase 
because reliable stream flow, sediment, and nitrate data was available (Lutz, 2004). A total of 
26 10-digit subwatersheds were delineated for the Raccoon River simulations (Figure 2); 
each subwatershed was further subdivided into appropriate HRUs. An automated digital filter 
technique (Arnold and Allen, 1999) was used to estimate baseflow versus surface runoff 
contributions to stream flow measured near Van Meter, Iowa (Figure 2). This step indicated 
that the total flow consisted of about 65% baseflow. Calibration of SWAT was first 
performed for the full 18-year period which resulted in a split of about 60% baseflow and 
40% surface runoff, which was similar to the digital filter results. These results were achieved 
by reducing the curve numbers (CNs) by 8% and the available soil water capacity 
(SOL_AWC) values by 0.04 mm. Further calibration and validation was then performed for 
1981-89 and 1990-99, respectively, by comparing simulated annual and monthly stream 
flows, sediment yields, and nitrate loads with corresponding measured values collected at 
Van Meter (the monthly measured sediment and nitrate loads were estimated from single 
monthly measurements). The 1981-89 stream flow calibration was performed first, by 
adjusting additional parameters such as the soil evaporation compensation factor (ESCO). 
Model calibration of sediment yield was then performed by adjusting selected parameters, 
including the linear (SPCON) and exponent (SPEXP) components of the sediment equation 
and the channel cover factor, to match measured sediment yield. Calibration of the nitrate 
predictions primarily involved adjusting the nitrogen percolation coefficient (NPERCO) 
within an acceptable range. The model was not found to be very sensitive to the NPERCO 
adjustments. The resulting r2 and Nash-Sutcliffe modeling efficiency (E) statistics (Table 2) 
indicated that the model accurately reflected the measured annual and monthly flows, 
sediment yields, and nitrate loads in both periods, except for the predicted monthly sediment 
losses in 1981-89.  Graphical comparisons shown in Figure 3 underscore that the model 
realistically tracked the Raccoon River stream flows; similar comparisons are shown for 
sediment and nitrate in Jha et al. (2005). The calibrated parameters were then used for the 13 
watersheds included in the  assessment. Further comparisons (Figure 4) show that SWAT 
predicted the measured stream flows well across all 13 watersheds. 
 
 
Table 2. Predicted versus measured statistics for the Raccoon River calibration and 
validation. 

Calibration Period (1981-89) Valibration Period (1990-99) 
Annual Monthly Annual Monthly Indicator 

R2 E r2 E r2 E r2 E 
Stream flow 0.96 0.95 0.78 0.77 0.93 0.87 0.86 0.82 
Sediment 0.90 0.88 0.46 0.44 0.96 0.83 0.91 0.90 
Nitrate 0.92 0.82 0.78 0.75 0.77 0.70 0.79 0.75 
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Figure 2. Raccoon River Watershed location, subwatersheds used for the SWAT 
simulations, and location of the weather stations and town of Van Meter (measured data 
collection site). 
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Figure 3. Simulated versus measured monthly flows at Van Meter, IA for the Raccoon 
River.  
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Figure 4. Simulated versus measured annual and monthly stream flows for all 13 
watersheds. 

 
 

Selection and Simulation of Conservation Practices 
 
     The choice and extent of conservation practices to include in the analysis was determined 
in collaboration with the IDNR. The practices selected were Conservation Reserve Program 
(CRP) land (land set aside), terraces, grassed waterways, contouring, and conservation tillage. 
The latter four are all established best management practices (BMPs); CRP land also 
essentially functions as a BMP when applied to highly erodible land, riparian areas or other 
vulnerable landscapes. Existing cropland managed with these BMPs was identified using NRI 
or CTIC data, and was accounted for in both the baseline and scenario simulations. The “new 
BMPs” adopted for the conservation practice scenarios were assumed to be applied primarily 
to cropland that did not have a prior history of conservation practices, except for some cases 
in which new BMPs could override existing practices following the criteria given in Kling et 
al. (2005). The BMPs adopted in the scenarios were simulated simultaneously based on the 
following algorithm: (1) conversion of all cropland to CRP, that was identified in the NRI to 
be within 30 m of a waterway, (2) conversion of additional cropland to CRP based on the 
highest erosion index values given in the NRI, until 10% of the statewide cropland was 
converted (including step 1), (3) installation of terraces on all remaining cropland with slopes 
greater than 7% in western Iowa (within the Missouri River Watershed—see Figure 1) and 
slopes exceeding 5% on all other cropland, (4) implementation of contouring on all cropland 
with slopes higher than 4%, that were not affected by steps 1-3, (5) installation of grassed 
waterways on all crop fields that have slopes of at least 2% that were not included in steps 1-
4, and (6) adoption of conservation tillage on all cropland with slopes greater than 2% that 
were not converted to CRP; the conservation tillage mix consisted of 80% mulch tillage 
(>30% residue coverage) and 20% no-till (>60% residue coverage). The application of the 
algorithm resulted in a significant increase in the statewide area that would be treated with 
the five conservation practices as shown in Table 3. The largest increases occurred for 
conservation tillage, grassed waterways, and terraces. The distribution of the increased area 
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managed with these conservation practices varied greatly between the 13 watersheds as 
described by Kling et al. (2005).  
 
Table 3. Effect of scenario on statewide areal distributions (ha) of the conservation 
practices. 
Statewide 
Status CRP Conservation 

Tllage Contouring Grassed 
Waterways Terraces 

Existing 704,211 5,666,518 2,083,765 862,996 782,227 
New 346,518 2,929,352 493,117 2,857,126 1,316,356 

 
     A second scenario was performed that incorporated the previously described algorithm 
along with a simple 10% reduction in nitrogen (N) and phoshorus (P) fertilizer application 
rates, which were assumed to be applied only to corn. The N and P fertilizer application rates 
were calculated at the 8-digit watershed level, based on total N and P fertilizer loads that 
were determined for those regions in a nutrient balance study conducted by the Iowa 
Geological Survey division of the IDNR (C. Wolter. 2004. Personnel communication. IDNR-
IGS, Iowa City, IA). The average 8-digit watershed N application rates varied between 94 
and 206 kg/ha; the P application rates were considerably lower.  
     The terrace, contouring, and grassed waterway costs were determined based on available 
data obtained from USDA and Iowa state agency sources. A range of cost estimates were 
found for some of the practices, especially for terraces. Computing a cost impact of reducing 
fertilizer use proved extremely difficult; the prevailing view based on expert opinion was that 
the crop yield economic impact of the fertilizer reduction would be insignificant. However, a 
one-time nutrient management cost of about $37/ha was assumed to be incurred by the 
producers in response to the simulated 10% decrease in fertilizer application rates. Discrete 
choice tillage and land retirement economic models were used to estimate tillage and CRP 
costs, as a function of NRI and CPS data, and production costs estimated using methods 
developed by the AAEA (2000). The selection of which NRI points that CRP, terraces, 
contouring, grassed waterways, and conservation tillage should be assigned to was based on 
the conservation practices algorithm. New land use distributions determined with the 
algorithm were then input to SWAT by aggregating NRI points together that possess 
common land use, soil, and management characteristics. These NRI clusters served as the 
HRUs for the two scenarios. Further details on the cost estimation process and modeling 
framework are given in Kling et al. (2005). 
     The effect of contouring, terraces, and grassed waterways in SWAT was primarily 
accounted for by adjusting the support practice (P) factor, which is one of the factors in the 
Modified Universal Soil Loss Equation (MUSLE) that is used in SWAT. The contouring and 
terrace P factors are based on values reported by Wischmeier and Smith (1978) as a function 
of slope range, and ranged between 0.5 to 0.9 for contouring and 0.1 to 0.18 for terraces. A P 
factor value of 0.4 for grassed waterways was assumed based on the methodology used by 
Gassman et al. (2003) for simulating the impact of grassed waterways in the Mineral Creek 
Watershed in eastern Iowa. The impact of grassed waterways was further accounted for by 
adjusting the Manning’s N values for the affected HRUs, to reflect improved vegetation 
cover in the field channels. Conservation tillage, CRP, and fertilizer reduction effects were 
simulated directly based on management or land use changes. 
 
Results and Discussion 
 
     Both annualized social costs and program costs phased in over a 10-year period were 
estimated for this study (Kling et al., 2005); the 10-year phase-in period was considered by 
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IDNR to be a reasonable timeframe to inplement the additional BMPs. The social and 
program costs were determined for both the existing and new practices, with the recognition 
that funding most existing practices is probably unlikely. The projected upper and lower 
bound estimates (where applicable) of the program costs for both the existing and new 
practices are listed in Table 4. The large increase in terraces was by far the most expensive 
new practice, followed by the additional land converted to CRP. The high terrace costs reflect 
the fact that installation of terraces is quite expensive relative to most other BMP options. 
However, the total CRP and terrace costs were much closer for existing landscapes that were 
managed with these two practices. The total overall costs are projected to range between 
$2.414 and $4.269 billion, depending on whether the costs for existing practices are included 
and whether low or high cost estimates are used. It is notable that the Iowa cost estimates in 
Table 4 are much greater than the 2000 USEPA CNWS “documented national estimate of 
$500 million”, indicating that a more complete national cost analysis of mitigating diffuse 
pollution is needed. Distributions of the total CRP, conservation tillage, terrace, and overall 
total costs are shown by watershed in Figure 4 (high estimates that include both existing and 
new practice costs). These distributions clearly show that the effects of the scenario algorithm 
varied greatly across the state. 
 

Table 4. Total projected program costs of existing and new conservation practices for 
Iowa.  

Total program costs ($ millions) Cost category Existing New 
 Low High Low  High 
CRP (land retirement) 640 640 315 315 
Conservation tillage 324 324 150 150 
Contouring 36 73 21 42 
Grassed waterways 27 40 95 142 
Terraces (annualized cost at 5%) 709 709 1,712 1,712 
Nutrient management 0 0 121 121 
Total 1,736 1,786 2,414 2,482 
 
 
     Baseline loadings predicted for each watershed outlet are reported in Kling et al. (2005). 
The impacts of the scenarios relative to the baseline are shown in Table 6. The predicted 
sediment and total P relative changes were virtually identical across the 13 watersheds 
between the two scenarios and thus are shown only for scenario 2. The predicted nitrate and 
total N losses are shown for both scenarios, due to the increased reductions that occurred in 
response to the 10% fertilizer reduction that was simulated for scenario 2. Predicted sediment 
decreases ranged from 6% for the Little Sioux River Watershed to 65% for the Turkey River 
Watershed. Sediment reductions were estimated to be greater than 30 and 40% for nine and 
seven of the watersheds, respectively. The predicted decreases in total P losses ranged from 
28% for the Upper Iowa Watershed to 59% for the Turkey River Watershed, with the 
majority of the decreases exceeding 40% relative to the baseline. Relatively small nitrate 
reduction impacts were predicted for the initial scenario run of -6 to 13% across the 13 
watersheds. The negative numbers likely reflects the fact that increased nitrate leaching, 
followed by subsequent increases in nitrate losses via tile drains, can occur with increased 
levels of conservation tillage and terraces. Nitrate reductions of 6% for the Des Moines River 
Watershed to 20% for the Nishnabotna River Watershed were predicted for the second 
scenario, reflecting the impact of the reduced nitrogen fertilizer applications. The same effect 
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can be seen for the predicted reductions in total N losses between the two scenarios, which 
were generally much higher for the second scenario. 
 
 

 
 
Figure 5. Distribution of selected conservation practice costs and total costs by 
watershed. 
 
 
Table 5. Reductions (%) for selected indicators relative to the baseline simulationsa 

Watershed Sedimen
t Total P 

Total N 
(scenario 

1) 

Total N 
(scenario 

2) 

Nitrate 
(scenario 

1) 

Nitrate 
(scenario 

2) 
Floyd 30 52 9  20 -1 13 
Monona 10 42 8 20 2 17 
Little Sioux 6 49 7 15 2 11 
Boyer 35 53 19 27 4 16 
Nishnabotn
a 43 52 25 30 13 20 

Nodaway 45 45 17 22 6 11 
Des Moines 10 37 14 20 -5 6 
Skunk 63 51 12 19 5 13 
Iowa 13 48 23 29 -5 6 
Wapsipinico
n 64 50 6 14 1 9 

Maquoketa 46 56 6 19 -6 9 
Turkey 65 59 8 19 -3 10 
Upper Iowa 50 28 10 17 1 10 
aSediment and total P results are from scenario 2, which were virtually identical to scenario 1. 
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Conclusions 
 
     The results of this study suggest that the costs of reducing diffuse pollution to acceptable 
levels in Iowa could be quite high, and that additional research is needed to accurately 
estimate such costs at both state and national levels in the U.S. This initial analysis does not 
begin to address all the potential practices that could be used to improve water quality, such 
as wetlands and riparian buffers. Thus it is probable that the algorithm used does not result in 
the most cost-efficient set of conservation practices or the most effective approach for 
reducing polluntant loads. At present, there is a lack of clarity regarding what target pollutant 
levels should be in streams, which needs to be addressed for future studies. The modeling 
system used for this analysis proved to be a generally robust tool for obtaining an initial 
assessment of the costs and environmental impacts of mitigating cropland nonpoint source 
pollution in Iowa. The same approach could be adopted in other regions of the country to 
provide a more accurate accounting of possible costs to reduce cropland nonpoint source 
pollution. The modeling approach could be improved by incorporating more spatial detail 
into SWAT, which would allow simulation of conservation practices at explicit locations 
within different landscapes. Better cost estimates would also strengthen the cost assessment 
process. 
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Abstract 
 
 The SWAT model can be used to analyze the impact of alternative management practices 
on streamflow and water quality indicators; it has been shown to be a good predictor of these 
indicators when it is calibrated with local flow and water quality data. One draw-back is the 
need for flow and water quality data that is not always available. The intent of this study is to 
investigate the possibility of using SWAT for assessing the effectiveness of the 
environmental and conservation programs when no calibration data is available. The Miami 
Creek and the Long Branch watersheds in western and northern Missouri, respectively, were 
modeled with SWAT when no flow data was available. The models were developed in close 
cooperation with local stakeholders and validated using regional flow data, correlations based 
on drainage areas, county crop yields, and the results of pesticide analyses in nearby 
watersheds. Since then flow data was collected in both watersheds and the models were 
calibrated using this data. The analysis compares the goodness of fit of the model results with 
the measured flow and the corresponding sediment, nutrient, and chemical loadings when the 
models are calibrated and when they are not. It also examines whether the calibration of the 
models leads to different answers in terms of the effectiveness of alternative management 
practices. Results indicate that average annual flow values predicted by the non-calibrated 
models were within 15% of the values predicted by the calibrated model; sediment loadings 
were within 20 to 30% of those predicted by the non-calibrated models, and pollutant loading 
differences varied from 15% to 50%. In spite of the large differences of results from the 
calibrated and non-calibrated models, the predicted efficiencies of no-till practices and 
reduced applications of atrazine are similar with both models. Additional conservation 
practices such as nutrient management, pasture and grazing management systems, filter 
strips, and conservation crop rotations will be investigated. 

 
Introduction 
 
 The SWAT model can be used to analyze the impact of alternative management practices 
on streamflow and water quality indicators; in the U.S. it is proposed as a tool to evaluate the 
impacts of many state and federal conservation programs at the watershed level. SWAT has 
been shown to be a good predictor of flow, nutrient concentrations, and pesticide 
concentrations when it is calibrated with local flow and water quality data (Arnold et al. 
2000; Peterson and Hamlett, 1998; Baffaut, 2003). During calibration the values of the input 
parameters are adjusted by comparison of the model results with the measured variables 
(flow values and pollutant concentrations). One draw-back is the need for flow and water 
quality data that are not always available. 
 In the Unites States, water resource managers, planners, and regulators are in need of a 
tool to evaluate and quantify the environmental benefits of federal and state conservation 
programs. These programs consist of voluntary measures subsidized by a governmental 
agency with cost-share or technical assistance. While the practices have often been tested at 
the field level, it is difficult to estimate the benefits at the watershed level of a range of 
known practices. Planners need to determine the level of investment needed in a watershed to 
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obtain water quality improvement, the number of hectares to be treated, and where the efforts 
should be focused. In the absence of flow and water quality data prior to and after the 
implementation of these measures, water managers only resource is to develop and use a 
watershed model. Yet, the lack of flow and water quality data also makes model calibration 
approximate. Practitioners have gone around this problem by asserting that the goal is not to 
have absolute values of the different pollutant loadings but to estimate the changes that could 
be achieved by implementing alternative management practices. Thus it is often assumed that 
the change predicted by a non-calibrated model is a good approximation of what can be 
expected. To our knowledge, this hypothesis has not been verified.  
 The intent of this study is to investigate the possibility of using SWAT to assess the 
effectiveness of the environmental and conservation programs when good physical data (soil, 
land use, and land management) but no flow or water quality calibration data are available. 
Two mid-sized agricultural watersheds of Missouri are considered to estimate and analyze the 
differences in results obtained when proper flow calibration is conducted and when it is not. 
The analysis utilizes these two watersheds to: 
• quantify the differences in water, nutrient, and pesticide loadings, and 
• quantify the differences in loading reduction estimated by the models. 

 
Methodology 
 
 The two watersheds are the Miami Creek (Figure 1) and the Long Branch (Figure 2) 
watersheds in western and northern Missouri, respectively. The main characteristics and land 
use information are summarized in Table 1.  
 
 

 
Figure 1. Location and land use distribution of the Miami Creek Watershed. 
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Figure 2. Location and land use distribution of the Long Branch Watershed. 
 
Table 1. Land use distribution in the Long Branch and Miami Creek Watersheds. 
 Long Branch  Miami Creek 
Watershed area (km2)  271.0  350.0 
Average annual Precipitation (mm)  911  1100 
Average annual flow (cms)  0.56  0.90 
Crop land   29 %  26 % 
Grassland  39 %  66% 
Forest  27 %  8% 
Water  5%  0% 
Soil hydrological group  C and D  D 
Ratio of groundwater contribution to 
total flow 

 0.17  0.13 

  
     Both watersheds were modeled with SWAT when no flow or water quality data were 
available. The models were developed with the following information: 
• Topography: a 30-meter grid with elevation in meters. 
• Weather: 30 years or more of measured daily precipitation and temperature. 
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• Land use: a 30-meter grid land use map developed from a 1992 satellite image and 
ground proofed by the Missouri Resource Assessment Program. 

• Soils: a SSURGO soil map was utilized to determine the dominant soils in each subbasin. 
Soil characteristics for these soils were established by soil scientists at the Natural 
Resource Conservation Service. 

• Management: a panel of producers, conservationists, and custom applicators was 
established in each watershed to develop a consensus of the management practices. Input 
parameters such as operation dates, application rates, and rotations were determined in 
cooperation with the farm panel. The crop rotations and management operations are 
described in previously published reports (Heidenreich and Farrand, 2000; Baffaut et al., 
2001) 

• County crop yields were obtained from the Missouri Agricultural Statistic Service. Yields 
obtained in the watershed are assumed to be the same as in the county. If the watershed 
crosses county lines, a weighed average of the county crop yields was calculated that is 
proportional to the fraction of the watershed that lies in each county. The average annual 
crop yields for the last eight years were compared to those simulated by the model. The 
eight year limitation insures that the comparison is only made for those years where the 
management practices are unlikely to be different from those established by the farm 
panel. 

• Regional flow data and correlations based on drainage areas were utilized to establish an 
average annual total water yield. 

 
 The models were first developed with SWAT 98.1 and transferred to SWAT 2000. Input 
parameters were adjusted to obtain average annual crop yields over the last eight years and 
average water yields over the last 30 years that match the measured (for yields) or estimated 
(for flows) values. The parameters that were adjusted were: curve numbers, evaporation 
compensation factor, soil bulk density, soil available water capacity, soil hydraulic 
conductivity, and groundwater threshold parameters (return flow and re-evaporation).  
 The models used a skewed precipitation distribution. The Penman-Monteith evapo-
transpiration estimation method was selected because it proved to give good results in 
Missouri. In the absence of flow data to estimate the Muskingum routing coefficients, the 
variable storage routing method was selected. In the rest of this paper, we will characterize 
these first models as yield-calibrated. 
 Flow gauges have been installed in the Long Branch and Miami Creek watersheds by the 
US Geological Survey and daily flow data was collected beginning in 1995 and 2001, 
respectively. The SWAT2000 models were calibrated using this data. For each watershed, 
two thirds of the data were used for calibration and one third for validation. In addition to the 
previously listed input parameters, the following ones were adjusted: groundwater delay and 
recession constant, snow melt parameters, and soil crack potential. Muskingum routing was 
used in the Miami Creek Watershed instead of variable storage routing and the coefficients 
were adjusted. In the rest of this paper, we will characterize these first models as flow-
calibrated.  
 The analysis compares the goodness of fit of the model results with the measured flow 
and the corresponding sediment, nutrient, and chemical loadings when the models are 
calibrated and when they are not. The goodness of fit is estimated by two indicators: the 
relative error in average annual surface runoff, groundwater, and total flow; and the Nash-
Sutcliffe coefficient calculated with monthly total flow values. They are given by the 
following equations: 

Relative error = (Qsimulated – Qmeasured)/Qmeasured*100 
Nash-Sutcliffe = 1 – S(Qsimulated – Qmeasured)2/S(Qaverage – Qmeasured)2 
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 The models are then utilized to simulate 32 years of monthly and annual sediment, 
nutrient, and pesticide loadings using generated weather. The initial two years of results were 
ignored and the average annual loadings were calculated.  
 The models were then altered to represent different crop land management practices 
proposed to reduce sediment and nutrients in the Miami Creek watershed and to reduce 
atrazine loadings (an herbicide widely used in the United States for corn production) in the 
Long Branch watershed. In the Miami Creek watershed, all tillage and cultivation operations 
before and during the soybean and wheat years of the corn-soybean-wheat rotation were 
removed. The corn years were left as is because, on clay pans, no-till corn is not thought to be 
as successful. The initial residue cover is increased from 300 kg/ha to 500 kg/ha on these 
hydrologic response units (HRU), the biological mixing coefficient in increased to reflect a 
higher density of soil biological activity, and the minimum value of the C factor for wheat is 
reduced. In the Long Branch watershed, the 2.2 kg/ha atrazine application on May 8th is 
replaced by a combination of different pesticides. A later atrazine application is included on 
June 10th at half the rate, 1.1 kg/ha.  
 The analysis examines whether the calibration of the models leads to different answers in 
terms of the effectiveness of alternative management practices. The changes in sediment, 
nutrient, and pesticide loadings obtained when management practices are implemented are 
compared between each model.  
 
Results 
 
 The calibration of the Miami creek model was performed using flow data from October 
2001 to September 2003. The calibration for the Long Branch watershed was performed with 
data from July 1995 to December 2000, slightly more than 5 years of data. Table 2 shows the 
calibration indicators for both watersheds before and after flow calibration.  
 In the Long Branch watershed, the apparent good fit between the measured flow values 
and the flows predicted by the yield-calibrated model hid larger errors in the prediction of 
surface runoff and groundwater flow. In spite of a satisfactory percent error in total flow and 
a Nash-Sutcliffe coefficient greater than 0.7, the percent errors in surface runoff and 
groundwater flow are very large. Given the small contribution of groundwater flow in this 
area due to clay pan soil, a large error does not significantly change the pollutant loadings 
and stream concentrations. However, a 25% error in surface runoff is expected to have large 
impacts in estimated pollutant loadings.  
 In the Miami Creek watershed, the use of flow data to calibrate the model did not 
significantly modify the values of the goodness of fit indicators. The main difference is with 
the groundwater that was under-estimated in the yield-calibrated model. The groundwater 
represents a small fraction of the flow, 13%, and is not expected to have a large impact on the 
results. Flow calibration also resulted in a decrease in estimated surface runoff. The Nash-
Sutcliffe coefficient value around 0.6 indicates a satisfactory, although not very good, fit of 
monthly flow values. This corresponds to an under- and over- prediction of flows during the 
spring 2002 and 2003, respectively. 
 
Table 2. Goodness of fit obtained with two types of calibration data. 
 % error in 

surface runoff 
% error in 

groundwater 
% error in total 

flow 
Nash-Sutcliffe 

Long Branch 
yield-calibrated -26% 65% -7% 0.78 

Long Branch 
flow-calibrated -8% 45% 6% 0.93 
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Miami Creek 
yield-calibrated 9% -24% 6% 0.56 

Miami Creek 
flow-calibrated -4% 7 % 1% 0.62 

 
 The results presented in Table 3 indicate that the average annual flow values predicted by 
the yield-calibrated and flow-calibrated models were within 15% and 25% of each other; 
sediment loadings were within 42% to 53%, for the Long Branch and Miami Creek 
watersheds, respectively. Pollutant loading relative differences varied from 23% to 98%, 
depending of the pollutant and the watershed. Atrazine was the pollutant for which the 
difference was the largest, 98% for the Long Branch and 50% for the Miami creek models. A 
possible explanation for this is that lower predicted surface runoff values transport lower 
amounts of atrazine, which then remains on the soil and is subject to decay. Indeed, in both 
cases, the difference in atrazine that is dissolved and transported with surface runoff is 
counter-balanced by an opposite change in the decayed amount. 

 
 

Table 3. Differences in sediment, nutrient, and pesticide stream loadings with two types 
of calibration data.  

 
Water 
yield 
(mm) 

Sediment 
loading 
(kg/ha) 

Nitrogen 
loading 
(kg/ha) 

Phosphorus 
loading (kg/ha) 

Atrazine 
loading 

(kg) 
Long Branch yield-
calibrated 206 3.2 9.1 3.2 267 

Long Branch flow-
calibrated 211 4.5 11.3 3.8 529 

Ratio to the yield-
calibrated result in 
Long Branch 

1.03 1.42 1.23 1.24 1.98 

Miami Creek yield-
calibrated 275 2.6 9.9 5.3 262 

Miami Creek flow-
calibrated 204 1.4 6.6 3.3 130 

Ratio to the yield-
calibrated result in 
Miami Creek 

0.74 0.53 0.67 0.65 0.50 

 
 After modifications of the crop land management, the models were run again for 30 years 
using simulated weather. The predicted efficiencies of reduced tillage and reduced 
applications of atrazine are presented in Table 4.  
 
Table 4. Changes in pollutant loadings predicted by each model. 

 Sediment 
loading 

Total nitrogen 
loading 

Total phosphorus 
loading 

Atrazine 
loading 

Long Branch  
yield-calibrated NA NA NA -27% 

Long Branch 
flow-calibrated NA NA NA -45% 

Miami Creek -16% -7% 8% NA 



3rd International SWAT Conference 

 307

yield-calibrated 
Miami Creek 
flow-calibrated -14% -6% 11% NA 

 
Discussion 
 
 In the Long Branch watershed, the reduction in atrazine loading due to a later and reduced 
application is more pronounced with the flow-calibrated model than with the yield-calibrated 
model. The calibration of the Long Branch model resulted in a 22% increase in surface 
runoff. These higher surface runoff values result in a 98% increase of the atrazine loading. 
When the May atrazine application rate of 2.2 kg/ha is replaced by a June application of 1.1 
kg/ha, the yield- and flow-calibrated models result in different estimations of the benefits of 
this practice. The yield- and flow-calibrated models predict a 27% and 45% reduction of the 
atrazine loading, respectively. Table 5 shows the average annual May and June surface runoff 
values predicted with both models, indicators that are better correlated with atrazine loading 
than average annual values. The May surface runoff ratio of the flow-calibrated model to the 
yield-calibrated model is higher (1.33) than the June ratio (1.2). It is, therefore, expected to 
see more difference between both models when the herbicide is applied in May than when it 
is applied in June, and a corresponding higher efficiency of the alternative with the flow-
calibrated model.  
 
Table 5. Average annual monthly values in the Long Branch Watershed. 
 May  June 
Yield-calibrated 
model 

Precipitation: 107 mm 
Surface runoff: 12 mm 

Precipitation: 135 mm 
Surface runoff: 24 mm 

Flow-calibrated 
model 

Precipitation: 107 mm 
Surface runoff: 16 mm 

Precipitation: 135 mm 
Surface runoff: 29 mm 

 
 This finding would emphasize the need to use a well calibrated model to estimate the 
impacts of management practices that involve a variation of the timing of the management 
operations. A close observation of the results, however, shows that even though the reduction 
in loadings predicted by both models is significantly different, the reduction in stream 
concentrations is not. Figures 3 and 4 show the atrazine concentration-duration curves in May 
and June with each model and for each management practice. In spite of atrazine loadings 
predicted with each model being different, the curves predicted with the yield- and flow-
calibrated models can be considered identical. If the intent of the practice implementation is 
to reduce stream concentration, either model could be used. If the intent is to reduce the 
loading to a threshold value or by a given amount, the models would produce different 
answers. 
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Figure 3. Atrazine concentration-duration curves predicted by the flow-calibrated (a) 
and the yield-calibrated (b) models for the baseline (bsl) and the alternative (alt) 
managements. 

In the Miami Creek watershed, the 15% reduction of the sediment loadings is similar with 
each model. The alternatives considered here consisted of removing all tillage and cultivation 
operations before wheat and soybean planting. The difference between a 16% and 14% 
reduction with the yield- or flow- calibrated model is small enough that the response of both 
models can be considered identical. Total nitrogen decreases by 6% and total phosphorus 
increases by 8% or 11% with the yield- or flow-calibrated models. The total nitrogen 
decrease is actually the result of a 12% decrease of organic nitrogen that is similar to the 
decrease of sediment and an increase of nitrates. The prediction of the nitrate increase varies 
from 4% with the flow-calibrated model to 8% with the yield-calibrated model. Similarly, the 
total phosphorus increase is the result of changes in organic phosphorus, soluble phosphorus, 
and mineral phosphorus adsorbed to sediment. The predicted 13% increase in soluble and 
sediment phosphorus is similar for both models. However, the response of the models for 
organic phosphorus is different, with the yield-calibrated model predicting a small 3% 
decrease and the flow-calibrated model predicting a 7% increase.  
 It is surprising to see how both models respond differently to alternative management 
practices for nitrates and organic phosphorus and similarly for other forms of nutrients. 
However, it is conceivable since nitrogen and phosphorus fertilizers are not applied at the 
same time of the year and the calibration of the model involved the resetting of curve number 
values at planting and tillage time. A final note, changes are small and additional 
investigations should be performed when practices that have larger impact are evaluated. 
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Conclusions 
 
 The calibration of the Miami Creek and Long Branch models based on average annual 
county crop yields and regional flow values resulted in models that simulated monthly total 
flows for which the percent error and the Nash-Sutcliffe coefficients were within acceptable 
values. However, the use of flow data to calibrate these models resulted in significant 
improvements of the respective contributions of surface runoff and groundwater flow. The 
differences in predicted surface runoff resulted in large differences in the prediction of 
pollutants.  
 The calibration of the Miami Creek model did have an impact on the predicted reductions 
(percent change) due to reduced tillage for some forms of the nutrients. The prediction of the 
sediment loadings reduction was similar. 
 In the Long Branch watershed, the predicted percent change in atrazine loading was very 
different depending on the model used. However, the prediction of stream concentrations was 
similar with either model. 
 Given the results of this analysis, we would expect to see larger differences of percent 
change of pollutant loadings relative to a baseline between a yield- and flow-calibrated model 
when the calibration involves the adjustment of monthly or seasonal parameter values. 
Examples would be the adjustment of the curve number after a planting or tillage operation, 
or snow-melt parameters. Similarly, the predictions of the impact are likely to be different 
when the alternative management involves a change in the timing of certain operations. An 
example would be applying herbicides in June rather than in May. 
 Overall, the assumption that a roughly calibrated model is all that is needed to estimate 
the relative impact of a change in management practices is not always verified and should be 
taken lightly. We reiterate the importance of respecting the contribution of surface runoff and 
groundwater flows to have correct estimations of the pollutant loadings. We also recognize 
that in the absence of calibration data, a yield-calibrated process-based model may be the best 
available tool when decisions have to be made. 
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Abstract 
 
 The ecological status of Lake Pyhäjärvi may be classified as moderate due to its elevated 
nutrient concentrations and algal biomass production. Therefore, the Eurajoki River Basin, 
including Lake Pyhäjärvi, was chosen as the Finnish test catchment in an EU project on 
benchmarking models for the Water Framework Directive. One aim of the project was to test 
the suitability of models for the assessment of management options proposed to meet the 
surface water quality targets. The catchment model SWAT is currently being tested for its 
capability to analyse the effectiveness of proposed measures to reduce agricultural and sparse 
settlement nutrient loading. The results indicate that SWAT can be calibrated against 
measured data, especially for discharge and total nutrient loading. The validations using other 
monitoring points within the catchment reveal, however, a lack in the model's ability, in the 
present set-up, to reproduce observed catchment dynamics.  

 
Introduction 
 
 The EU Water Framework Directive (WFD) mandates Member States to develop river 
basin management plans for each river basin district. To achieve this, the responsible 
authorities must have tools to assess alternative management options. Effects of 
environmental conditions and agricultural practices on nutrient leaching have been studied in 
several field trials in Finland (e.g. Puustinen 1999; Turtola and Kemppainen 1998). Due to 
complexity of the soil-water-plant interactions, the direct up-scaling of results from these 
singular field scale experiments to regional assessments of losses can be misleading. 
Therefore, mathematical modelling tools have been developed and modelling strategies set up 
to generalise the effect of environmental conditions and agricultural practices on nutrient 
losses at the field and catchment scale. Models like SOIL/SOILN (Johnsson et al. 1987), 
GLEAMS (Knisel 1993) and ICECREAM (Tattari et al. 2001) have been used to assess 
phosphorus (P) and nitrogen (N) losses from agricultural land in Finland  (Granlund et al. 
2000; Knisel and Turtola 2000; Tattari et al. 2001). The SWAT model has been applied to the 
Vantaanjoki Basin to estimate retention of total N and P in this Finnish river basin. The model 
performance was found to be satisfactory, the Nash-Sutcliffe index for the simulation of 
discharge and total N and total P loads ranged for validation from 0.43 to 0.57 (Grizzetti et al. 
2003).  
 One aim of the EU-funded project 'Benchmark models for the Water Framework 
Directive' (BMW) was to establish a set of criteria to assess the appropriateness of models for 
use in the implementation of WFD. This concept progressed from being a set of generic 
questions (Saloranta et al. 2003) to a document that can be used as a basis for the dialogue 
between a modeller and a water manager (Hutchins et al. submitted; Kämäri et al. submitted). 
The dialogue process was supported by modelling case studies in selected catchments. The 
Finnish test case in the BMW project was the catchment of Lake Pyhäjärvi and it was based 
on linking models. First, the lake model LakeState was used for setting the targets for the 
loading reduction for Lake Pyhäjärvi. Based on these results, the catchment model SWAT has 
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been set up to assess the effectiveness of proposed measures to reduce agricultural and sparse 
settlement nutrient loading (Bärlund et al. 2004). In order to test the applicability of SWAT 
for this purpose, the model was applied to the River Yläneenjoki Catchment draining directly 
to Lake Pyhäjärvi and contributing over 50% of the P load reaching the lake. The modelling 
approach comprising calibration and validation is described in this study. 
 
Methodology 
 
 Lake Pyhäjärvi, situated in the municipalities of Säkylä, Eura and Yläne in south-western 
Finland, is one of the most widely studied lakes in Finland. In the 1970s, the water quality of 
Lake Pyhäjärvi was classified as excellent, but in the classification carried out in the 1990s, 
the water quality was only estimated as good. The eutrophication of the lake has progressed at 
a rapid pace over the last few years. Lake Pyhäjärvi is currently mesotrophic. The greatest 
threat to the lake is the nutrient load which exceeds the tolerance limit of the lake. According 
to studies and mathematical models, the P load to Lake Pyhäjärvi should be reduced to almost 
half of the present amount in order to stop the eutrophication process and to gradually 
improve water quality. The major inflows to Lake Pyhäjärvi are the Rivers Yläneenjoki and 
Pyhäjoki, which cover 68% of the drainage basin. Of the total area, 22% is cultivated; the 
remainder comprises forest, peatland and housing areas. Field cultivation and animal 
husbandry comprise 55% and 39% of the external P and N load to Lake Pyhäjärvi, 
respectively. Since the drainage basin of the lake is relatively small, atmospheric deposition to 
the lake is also an important component of the external load: it makes up approximately 20% 
of the total P load and 30% of the total N load when estimated from the bulk deposition 
measurements made at three stations adjacent to the lake (Ekholm et al. 1997).  
 The SWAT model (Soil and Water Assessment Tool) is a continuous time model that 
operates on a daily time step at the catchment scale (Arnold et al. 1998; Neitsch et al. 2001). 
It can be used to simulate water and nutrient cycles in agriculturally dominated landscapes. 
The catchment is generally partitioned into a number of subbasins where the smallest unit of 
discretisation is a unique combination of soil and land use overlay referred to as a hydrologic 
response unit (HRU). SWAT is a process based model, also including empirical relationships. 
One objective of such a model is to assess long-term impacts of management practices. The 
model has been widely used but also further developed in Europe (e.g. Krysanova et al. 1998; 
Eckhardt et al. 2002; van Griensven et al. 2002). SWAT was chosen for this case study for 
three main reasons: its ability to simulate both P and N on catchment scale, its European wide 
use and its potential to include agricultural management actions. Also, SWAT was evaluated 
against the diffuse pollution benchmark criteria developed by the BMW project and it was 
found to have potential with respect to the Water Framework Directive requirements (Dilks et 
al. 2003; Perrin et al. submitted). 
 The Yläneenjoki Catchment, 234 km2 in area, is located on the coastal plains of south-
western Finland, thus the landscape ranges in altitude from 50 to 100 m a.s.l. The soils in the 
river valley are mainly clay and silt, whereas tills and organic soils dominate elsewhere in the 
catchment. Long-term (1961-1990) average annual precipitation is 630 mm of which 
approximately 11% falls as snow (given as the maximum water equivalent of the snow cover, 
assuming no sublimation) (Hyvärinen et al. 1995). The average monthly temperature for the 
period November to March ranges from –0.5 and –6.5 oC.  The warmest month is generally 
July when the average temperature is 16.2 oC (1980-2000). Average discharge in the 
Yläneenjoki main channel is 2.1 m3s-1 (Mattila et al. 2001), which equates to an annual water 
yield of 242 mm (1980-1990). The highest discharges occur in the spring and late autumn 
months. Groundwater contributions to streamflow are small. Agriculture in the Yläneenjoki 
Catchment consists of mainly cereal production and poultry husbandry. According to surveys 
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performed from 2000-2002, 75% of the agricultural area is planted for spring cereals and 5-
10% for winter cereals (Pyykkönen et al. 2004). Agriculture in the Yläneenjoki Catchment is 
intensive for Finland. 
 Data for only one precipitation and temperature gauge were available for the Yläneenjoki 
Catchment (MSt, Figure 1). The station for global radiation was located approximately 60 km 
outside the catchment. The regular monitoring of water quality of river loads was started as 
early as the 1970s in the Yläneenjoki Catchment. Monitoring of ditches and brooks entering 
the river or lake started at the beginning of the 1990s. The nutrient load has been monitored in 
the Yläneenjoki River by taking and analysing, in general bi-weekly, water samples and 
measuring the daily water flow at one point (Vanhakartano: outlet of subbasin 39, P2 in 
Figure 1). Furthermore, water quality was monitored on a monthly basis at three additional 
points in the main channel and in 13 open ditches running into the River Yläneenjoki in the 
1990s. 
 For the SWAT simulations the available data on land use and soil types had to be 
aggregated. The SWAT parameterisation was performed for seven land use types: water, 
field, forest cuts and recently planted forest, active forest, old forest, peat bog and sealed 
areas. The soil was divided into six general types: clay (44%), till and other coarse soils 
(23%), open bedrock (21%), turf (13%) and silt (0.6%), using the 25m raster database for 
Finnish subsoils (depth >25cm) provided by the Geological Survey of Finland. Coarse soils 
(tills, till ridges, eskers, gravel and coarse sand) that showed a great variety but only 
patchwork locations within the catchment were grouped and parameterised according to the 
dominant type, till. The fields were parameterised to be spring barley since spring cereals are 
the most common crop type in the catchment. The classification of the Yläneenjoki 
Catchment resulted in 43 subbasins. A threshold value of 10% for land use and soil types 
resulted in 267 HRUs. The parameterisation of soils and vegetation was based on 
measurements, expert judgement and previous field scale modelling work (i.e. using the 
ICECREAM model, e.g. Tattari et al., 2001; Rankinen et al., 2001). Clear information gaps 
were identified for a wide range of parameters in the Yläneenjoki data set (Bärlund et al., 
2004) where model default values are now used. Calibration took place against discharge and 
sediment and nutrient concentration measurements as well as calculated daily loads at 
Vanhakartano (P2, Figure 1), which is situated approximately 4 km from the river mouth. 
This was performed for the years 1990-1994. 
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Figure 1. SWAT set-up, location of the meteorological station (MSt) and the utilised 
monitoring points in the mainstream (P1-P4) and in selected subbasins (S1, S3, S4, S10, 
S12 and S13) in the Yläneenjoki Catchment. 
 
Results and Discussion 
 
 The uncalibrated SWAT run showed clear faults in the ability to describe observed 
discharge behaviour. This concerned mainly three phenomenon: too much snow melt during 
winter months, timing and amount of snow melt in spring, and too many and partially over-
predicted peaks during summer (Bärlund et al., 2004). These were addressed in the calibration 
procedure, where in the first phase only basin-wide parameters were changed. The basin scale 
water balance components (average for 1990-1994) were roughly inline with expert 
judgement. The actual evapotranspiration was assessed to be too low, whereas surface runoff 
was perceived as being too high. This meant that parameters governing surface runoff, such as 
the SCS runoff curve number, and parameters governing the interaction between surface 
water and groundwater needed to be calibrated in the second step. A reasonable fit was 
acquired using 13 parameters (Table 1). 
 The simulations were conducted without the in-stream processes option. It was discovered 
that the annual denitrification amounts were unreasonably high. In the model code the 
denitrification limit is set at 0.99 × FC (field capacity). For the clay soil that dominates for 
agricultural land in Yläneenjoki, this limit is clearly too low. The annual denitrification values 
appeared reasonable with a new limit of 1.1 × FC. After an initial assumption, it was later 
decided that crop residue removal is closer to actual conditions and the parameter HVSTI 
(crop residues removed) was changed from 0.5 to 0.9. Except for the sum of nitrite and nitrate 
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nitrogen (NO23-N), the calibration of the nutrients was mainly concentrated on point sources 
and initial values of the P pools in soil. 
 
Table 1. SWAT parameters used to calibrate discharge and nutrients at Vanhakartano. 

No. Parameter Starting value End value Calibrated 
against 

1 SFTMP -3.2 -0.2 discharge 
2 SMTMP -0.3 -0.1 discharge 
3 SNOCOVMX 1 10 discharge 
4 SURLAG 4 1 discharge 
5 GW_DELAY 31 25 discharge 
6 RECHRG_DP 0 0.1 discharge 
7 CANMX (forest) 5 & 10 50 & 70 discharge 
8 T_BASE (forest) 2, 5 0 discharge 
9 BLAI (forest) 5 9 discharge 

10 PHU (forest) 2000, 2500 3500 discharge 
11 OV_N (agricultural land) 0.04 0.19 discharge 
12 CH_N (tributaries) 0.05 0.08 discharge 
13 GDRAIN 12 48 discharge 
14 PRF 0.8 1 sediment conc. 
15 CN2 (forest on clay, silt and turf) 78, 77, 70 55 discharge, NO23-N
16 CN2 (forest on moraine, open rock) 25 34 discharge, NO23-N
17 CN2 (agricultural land on clay) 83 70 discharge, NO23-N
18 CN2 (agricultural land on clay, tillage) 83, 89 75 discharge, NO23-N
19 CLAY (agric. subsoil, clay) 74 55 discharge, NO23-N
20 BD (agric. subsoil, clay) 1.1 1.3 discharge, NO23-N
21 AWC (agric. subsoil, clay) 0.25 0.17 discharge, NO23-N
22 CLAY (agric. subsoil & forest topsoil, 

turf) 
33 3 discharge, NO23-N

23 AWC (agric. subsoil & forest topsoil, turf) 0.60 0.50 discharge, NO23-N
24 NPERCO 0.2 0.9 NO23-N 
25 MINPCNST (point sources) *1 *0.25 PO4-P 
26 SOL_LABP1 (moraine, clay) 30, 40 20, 30 PO4-P 
27 ORGPCNST (point sources) *1 *0.25 total P 
28 SOL_ORGP1 (all soils) 465 207 (calc. 

intern.) 
total P 

 
 The calibration result was evaluated using the Nash-Sutcliffe index (NSI) and the linear 
goodness-of-fit (R2) values (Table 2). The NSI varied between –263 and 0.43, the R2 values 
ranged from 0.01 and 0.57. The best result was achieved for discharge and nutrient loads. 
Except for sediment, the load simulation performed better than the concentration simulation. 
An evaluation of the time-series of all output variables showed that, except for NH4-N and 
PO4-P concentrations, the calibration result was satisfactorily since the main features of the 
annual behaviour can be depicted. 
 
Table 2. The evaluation of the calibration result at Vanhakartano, P2 – subbasin 39, for 
the period 1990-1994  (NSI: Nash-Sutcliffe index, R2: linear goodness-of fit , n: number 
of measurement-simulation pairs). 

Variable NSI R2 n  Variable NSI R2 n 
discharge 0.43 0.57 1826  total N load 0.32 0.46 180 
sediment load -0.11 0.21 172  total N conc. -2.2 0.01 180 
sediment conc. 0.01 0.20 172  PO4-P load 0.15 0.29 171 
NH4-N load 0.01 0.02 124  PO4-P conc. -9.3 0.03 171 
NH4-N conc. -263 0.02 124  total P load 0.01 0.13 191 
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NO23-N load 0.16 0.14 95  total P conc. -2.0 0.07 191 
NO23-N conc. -0.11 0.22 95      

 
When examining the singular time-series certain problems can be detected: 

- Discharge:  There were no systematic errors, but there was a discrepancy between the 
measured and simulated peak values during snow melt periods in winter and spring.  
Also, the low flow in summer was generally underestimated. It is possible that the use 
of other meteorological stations for precipitation input, even though situated outside 
the catchment boundaries, could improve the calibration result. The simulation of low 
flows was difficult due to the extremely low measured values (down to 0.03 m3 s-1). 
These values were underestimated during certain summers by a factor of five, 
especially towards the end of the summer. This had an enormous impact on the 
simulated concentrations of NH4-N and PO4-P which were strongly related to point 
sources. 

- Sediment:  The overall fit was rather good, the peak load events reflected simulated 
flow. 

- NH4-N:  When SWAT was run without in-stream processes, the entire NH4-N load 
could be attributed to only to point-sources. This would indicate that a stable load 
level can be calibrated to the measurements, but during low flow periods in summer 
the concentrations are over-estimated by a factor of 1000. 

- NO23-N:  When SWAT was run without in-stream processes, the NO2-N load was 
zero; the higher measured concentrations were underestimated by the simulation and 
this was reflected in the load simulation. 

- Total N:  Because total N was calculated as the sum of NH4-N, NO23-N and organic N, 
the effects seen in the previous variables were repeated in the totN load simulation. In 
the totN concentrations, the small concentrations were additionally overestimated, 
generally the variability in the simulation was too large when compared to the 
measured behaviour. 

- PO4-P:  The load simulation was rather well depicted but during the low flow period 
the same overestimation (factor 100) observed for NH4-N concentrations was 
observed. 

- Total P:  The simulated behaviour of totP was very close to that of totN. 
 
The overall impression was that the constant point load that was used for scattered settlements 
(non-connected community waste water networks) was not working properly. It seemed to be 
difficult to estimate the correct unit loading. The mismatch had strong influence during low 
flow periods where the daily flow was usually less than 0.1 m3 s-1. Additionally, it was 
determined that individual HRUs and subbasins should be thoroughly examined for their 
outputs, rather than basing the calibration on a limited number of catchment or subbasin wide 
parameters (Table 1).  
 A validation of this SWAT set-up was attempted against data at the same Vanhakartano 
location for the period from 1995-1999. Additionally, discharge data for the period from 
1985-1989 was utilised (Table 3). The validation results show that, with the exception of 
sediment load and concentration, the validation performance was poorer than the calibration 
result. The same issues as identified in the calibration period play a role here; however, in 
early autumn 1999 there was also a period of elevated measured nitrogen concentrations 
which were overestimated by the model by a factor of ten.  
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Table 3. The evaluation of the validation result at Vanhakartano, P2 – subbasin 39, for 
the period 1995-1999, additionally 1985-1989 for discharge (Q)  (NSI: Nash-Sutcliffe 
index, R2: linear goodness-of fit , n: number of measurement-simulation pairs). 

Variable NSI R2 n  Variable NSI R2 n 
Q (1995-1999) 0.18 0.32 1826  NO23-N conc -53 0.03 157 
Q (1985-1989) 0.24 0.42 1826  totN load -2.7 0.33 191 
sediment load -0.18 0.21 191  totN conc -34 0.07 191 
sediment conc 0.10 0.11 191  PO4-P load -0.39 0.10 181 
NH4-N load 0.0 0.00 155  PO4-P conc -17 0.01 181 
NH4-N conc -401 0.01 155  totP load -3.5 0.05 189 
NO23-N load -8.3 0.37 157  totP conc -21 0.00 189 

 
 A second validation was performed for the same time period as the calibration (1990-
1994) but for six additional monitoring points within the catchment. Since there were no 
discharge measurements for these points, only concentrations were considered, including 
measurements for sediment and total nutrient. Three agricultural dominated sub-catchments 
with monitoring points at S10 (subbasin 7), S12 (subbasin 14) and S13 (subbasin 42) and 
three forestry dominated catchments with monitoring points at S1 (subbasin 38), S3 (subbasin 
22) and S4 (subbasin 21) were chosen for the second validation (Figure 1). The percentage of 
agricultural land in the monitoring scheme and simulation vary between 6% and 54% and 0% 
and 81%, respectively (Table 4).  
 
 
Table 4. Percentage of agricultural land in the subbasin contributing to the monitoring 
point (measurement) or the SWAT subbasin outlet (simulated). 

subbasin measured simulated  subbasin measured simulated 
S10 / SB7 32 37  S1 / SB38 18 15 
S12 / SB14 54 81  S3 / SB22 6 0 
S13 / SB42 47 50  S4 / SB21 9 13 

 
 The NSI for all subbasins indicates the inability of the model set-up to describe the 
measured sediment and total nutrient concentrations: -2.0 to -0.78 for sediment, -7.3 to -0.62 
for total N, and -3.7 to -1.5 for total P. When the pairs of simulated and measured values were 
compared (n = 43-47 pairs in the three-year-period 1991-1994) the largest difference was in 
sediment concentration in S3/SB22 where the measured average concentration was 124 times 
higher and, related to this, totP was nine times higher, than the simulated average 
concentration (Figure 2). For all the remaining subbasins and variables the measured 
concentrations were 1.6-4.6 times higher than the simulated ones. For S3/SB22 the reason for 
the discrepancy was that erosion (and sediment bound nutrients) from forested soils was 
parameterised in a way that nearly no erosion was expected. Including no agricultural land in 
the discretisation would change the results radically, even in subbasin 22 which consists of 
only 6% agricultural land. The main reason for the failure in validation for all subbasins was 
that even if the maximum concentrations were rather well described by the simulation, there 
were long periods during the summer where no loading was simulated (zero concentrations). 
Therefore, the measured concentration levels hardly differ from the rest of the year. In the 
end, this issue led to the underestimation of mean annual concentrations and most likely to an 
underestimation of loads. This cannot, however, be proven due to the missing discharge 
measurement at the subbasin level. 
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Figure 2. Average concentrations of suspended sediments (a), total N (b) and total P (c) 
at three agriculturally dominated and three forestry dominated subbasins in 1991-1994. 
 
 A further validation was completed for the average concentrations of total nutrients along 
the main stream (points P1-P4). This analysis revealed further issues in the present model set-
up in describing catchment dynamics (Figure 3). The measured average concentrations for the 
years 1991-1994 indicated a rise from the river mouth to the agriculturally intensive upper 
parts of the catchment; however, the simulation results showed just the opposite. These results 
indicated that the main variables affecting the simulation results were the processes in the 
stream, not the loading from land reflecting land use. The agricultural land was discretised as 
spring barley with a moderate inorganic fertilisation practise. Also, the in-stream processes 
were missing for nutrients but seem to play an important role. The effect of this calibration 
can be seen as the best fit found at P2. 
 

Figure 3. Average concentrations of total P (a) and total N (b) at four monitoring points 
along the main stream in 1991-1994. 

 
Conclusion 
 
 The approach to assess the SWAT model performance in the Finnish Yläneenjoki 
Catchment revealed that the model can be calibrated to a certain extent to discharge and 
nutrient loads using a limited parameter set of about 30 input parameters. Validation at the 
same Vanhakartano point indicated that the calibration performance directly translates into 
validation performance. Therefore, based on these findings it was determined that the SWAT 
set-up would be acceptable for end-users in evaluating management practices such as 
implementation of buffer strips. Further validation within the catchment showed, however, 
that the calibration and validation at one point was not enough to provide an accurate 
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understanding of the dynamics of such a complex model like SWAT. Three options remain: 
1) improve calibration using subbasin and HRU level information more efficiently and pay 
attention to the in-stream processes; 2) improve the model by changing e.g. snow 
accumulation and melting routines and the description of forested areas on organic soils; 3) 
choose another model. Giving that the availability of models in Finland which fulfill the 
requirements of simulating both P and N on catchment scale and include agricultural 
management actions is limited and that the simple exercises performed thus far using the 
present set-up for buffer strip efficiency demonstrations is what local water managers are 
interested in, further consideration of the model and improvement of the calibration are 
recommended. The appropriate use of a model such as SWAT is time consuming and requires 
an experienced user. This should be considered when planning to use the model for practical 
water management issues. 
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Abstract 
 
     The Mekong River Commission (MRC) has been established since the Agreement on the 
Cooperation for the Sustainable Development of the Mekong River Basin was signed in April 
1995 by The Kingdom of Cambodia, The Lao People’s Democratic Republic, The Kingdom 
of Thailand, and The Socialist Republic of Viet Nam. According to the Agreement, the Water 
Utilization Programme (WUP) was established under which the Rules for Water Utilization 
and Inter-Basin Diversions are in the process of formulation.  To help with rule formulation 
and implementation, the Water Utilization Programme has recently developed a computer 
package called the Decision Support Framework (DSF). Within the package, there are three 
main elements including a Knowledge Base (KB), a suite of three Simulation Models (SMs) 
and Impact Analysis Tools (IATs).  All information can be internally transferred between 
each element. The SWAT (Soil and Water Assessment Tool) has been selected as the 
Hydrological Model for the Decision Support Framework to generate the runoff fed into the 
Basin Simulation Model and Hydrodynamic Model. The model was initially set-up using the 
dominant Hydrologic Response Unit (HRU) option based on GIS digital elevation data, a 
single land use map, and soil map classified according to the FAO 1988 system, which have 
been developed by the Mekong River Commission.  SWAT has been applied to 138 
subbasins in the Lower Mekong Basin (LMB) covering the areas upstream of Kratie, 
catchment areas around the Great Lake, and some parts of Vietnam. First, the SWAT model 
parameters for the headwater catchments were calibrated against naturalized flows which 
were calculated from gauged flows added on by estimated water usage. The calibrated 
parameters were transferred to the ungauged subbasins based on proximity and similarity of 
soil types and land uses. SWAT calibration for the subbasins of instream reaches and the 
mainstream was also considered. The evaluation results of the model calibration for 
headwater catchments show the values of Nash-Sutcliffe Coefficient for daily flows are in the 
range from -0.1 to 0.8 but most of the volume errors are within a ±4% range. Most of the 
subbasins showed the calibration results in terms of the Nash-Sutcliffe Coefficient for 
monthly flows lie between 0.5 to 0.9. Nevertheless, the SWAT model can be applied well 
inside the Decision Support Framework, especially to generate the inflows for the Basin 
Simulation and Hydrodynamic Models, model reset and recalibration, as well as the 
capabilities concerning sediment and water quality issues, which the Water Utilization 
Programme views as a short-term plan. 
 
Keywords: Mekong River Commission, Water Utilization Programme, Decision Support 
Framework, Impact Analysis Tools, SWAT  
 
 



3rd International SWAT Conference 

 321

 
Introduction 
 
Mekong River Basin (MRB) 
     The Mekong River is the 12th longest river in the world with a length of 4,800 km and a 
basin area of 795,000km2 for which it is ranked 21st.  It is also ranked 8th in the world for its 
average annual runoff of 475,000 million m3. The basin is composed of portions of several 
countries, including China 21%, Myanmar 3%, Lao PDR 25%, Thailand 23%, Cambodia 
20%, and Vietnam 8%. The Lower Mekong River Basin mainly covers the areas in the four 
downstream riparian countries, i.e. Lao PDR, Thailand, Cambodia, and Vietnam, with a total 
basin area of approximately 620,000 km2. Figure 1 shows the shape of the Mekong River 
Basin and the longitudinal profile of the Mekong River from the headwaters to the river 
mouth. The resources in the basin serve a population of over 60 million. 
     There are two existing hydropower dams in China, Manwan and Dachaosan, on the 
Mekong mainstream. The Xiaowan hydropower station is under construction, the Jinghong in 
Yunan will be constructed soon, and Nuozhadu is under preparation for construction. There 
are currently about six major tributary dams in the northeast of Thailand under operation, 
Ubol Ratana, Chulabhorn, Sirindhorn, Pak Mun, Lam Pao, and Nam Oun.  These dams are 
used for hydropower production and irrigation.  The part of the basin occupied by Northeast 
Thailand currently has significant irrigation development and potential for future 
development.  Three major tributary dams in Lao PDR (Nam Ngum, Nam Theun Hinboun, 
and Huai H) are used for energy production. In addition, there are other areas with the 
potential for further hydropower developments. A significant part in Cambodia is made up of 
the Great Lake and Tonle Sap, the lake area varies from 3,000 km2 in the dry season to 
15,000 km2 in the wet season, at which point the lake becomes the biggest source of 
freshwater fish in Southeast Asia. The Tonle Sap River, about 120km in length, connects the 
lake to the Mekong River. The reverse flow from the Mekong River to the lake causes the 
hydraulic and ecological processes of this area to be quite complicated. Yali Falls Dam, on 
the Se San River, a major tributary in the east of the basin, is one exiting Vietnam dam used 
for hydropower generation. However, there is high potential in the Se San area for energy 
production. The Mekong Delta, mostly in Vietnam, is the most important source for rice 
production of the country. The tide can affect areas through the delta up to Phnom Penh. An 
area of paddy rice, about 2.5 million hectares, has been provided with an irrigation and 
drainage system; however, in the dry season only a fraction of this has been fulfilled due to 
the limitation of freshwater and the need to control seawater intrusion. 
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Figure 1. Mekong River Basin and longitudinal profile of the Mekong River. 
 
 
Agreement on the Cooperation for the Sustainable Development of the Mekong River 
Basin 
 
     Four riparian countries in the Lower Mekong Basin, Cambodia, Lao PDR, Thailand, and 
Vietnam, signed the “Agreement on the Cooperation for the Sustainable Development of the 
Mekong River Basin” on April 5, 1999 in Chiang Rai, Thailand. The meaning of the 
agreement is “to cooperate in a constructive and mutually beneficial manner for sustainable 
development, utilization, conservation and management of the Mekong River Basin water 
and related resources”.  The main content of the agreement concerning the water utilization 
of the Mekong River Basin includes: Article 5: Reasonable and Equitable Utilization, Article 
6: Maintenance of Flows on the Mainstream, and Article 26: Rules for Water Utilization and 
Inter-Basin Diversions. These three main articles resulted in the establishment of the Water 
Utilization Programme under which a tool needs to be developed for integrated management 
of the resources in the basin. 
 
Decision Support Framework (DSF) 
 
     The Decision Support Framework was developed from June 2002 to March 2004 by the 
Mekong River Commission under the responsibility of the Water Utilization Programme 
Working Group 1, and funded by the Global Environmental Facility through the World Bank. 
The main purpose of the Decision Support Framework is to assist planners in assessing both 
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the magnitude of changes brought about through natural and man-made interventions in the 
water resource system, as well as the impacts that these will have on the natural environment 
and upon people’s livelihoods. 

  
 
 
Figure 2. Structure of the decision support framework. 
 
The structure of the Decision Support Framework, as shown in Figure 2, includes three main 
elements accessed through a single-user interface:  
 
• a Knowledge Base containing information on the historical records, physical data, 

simulation model input data, modelling outputs, scenario description data, and when fully 
populated, socio-economic and environmental conditions, as well as predictions of how 
these may change in the future. 
 

• a suite of Simulation Models that enable the prediction of the impacts of condition 
changes within the basin on the river system. The SWAT model, developed by the US 
Department of Agriculture, has been set up to generate subbasin runoff from rainfall and 
climate data. The SWAT model provides inputs to a series of basin simulation models 
that are based on the IQQM software originally developed for the Murray-Darling Basin 
in Australia. The simulation models route catchment flows through the river system, 
making allowances for control structures such as dams and irrigation abstractions. A 
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hydrodynamic model, based on iSIS software developed by HR Wallingford and 
Halcrow, was used to simulate the downstream part of the basin, including the Great Lake 
and delta. The hydrodynamic model represents the complex interactions caused by tidal 
influences, flow reversal in the Tonle Sap River, and over-bank flow in the flood season 
with the varying inflows from upstream. 
 

• a set of Impact Analysis Tools that enable the prediction of environmental and socio-
economic impacts in response to condition changes of the river system. Time Series 
Impact Analysis Tools allow the users to carry out the impact analyses for a full range of 
flow regimes. In the case of the spatial analyses, the outputs produced from iSIS include 
flow, water level, and salinity used to derive the grid-based flood depth, flood duration, 
salinity concentration, and salinity duration maps produced by the mapping tools inside 
the Decision Support Framework.  The maps can be overlain on any range of 
appropriately formatted spatial data using ArcView (provided with the Decision Support 
Framework) to make direct assessments of impacted populations, land areas or sites of 
specific interest. 

 
The Decision Support Framework has being used as the planning and analytical tool for the 
Water Utilization Programme and Basin Development Plan (BDP) for the Mekong River 
Commission, especially to implement the rules for water utilization in the basin. The 
hydrological regimes obtained from the Decision Support Framework and the results from 
Impact Analysis Tools can support further analyses for various programmes, i.e Fishery, 
Navigation, Flood Management, Environment, Water Resources, etc. The modular 
architecture of the Decision Support Framework will enable the Mekong River Commission 
to continue to update the system as the need arises to better support specific purposes of its 
activities. However, in the remainder of this paper, only the SWAT model is presented for the 
topics of model set-up, model calibration, and discussion of the results for further 
improvement. 
 
SWAT Model Set-Up 
 
     The SWAT model was set up to cover the total area (600,000 km2) of the Lower Mekong 
Basin (shaded area in Figure 3). The GIS data used to set up the model included digital 
elevation data, a single land use map, and a soil map classified according to the FAO 1988 
system, all of which were developed by the Mekong River Commission. The land use map 
was derived from the interpretation of hard copies of satellite images from 1993 to 1997 and 
was last updated in January 1999. The forest types have been mapped with a high degree of 
detail, however, non-forest land cover types have been mapped in lesser detail with many 
land cover types aggregated into one class. Therefore, before setting up the land use for 
SWAT, the land use/land cover map was reclassified into the appropriate equivalent 
classification as embedded in the SWAT database. The physical and hydraulic properties of 
soils were obtained from the Global Soil Database (GSB) supplemented by local soil pedon 
data available at the Mekong River Commission Secretariat (MRCS). Using the SWAT2000 
Arcview Interface, the Lower Mekong River Basin upstream of Kratie (in Cambodia) was 
disaggregated into 121 subbasins. The runoff generated from these subbasins will feed into 
the Basin Simulation Model. Separate SWAT models were established for the 17 subbasins 
downstream of Kratie, 15 subbasins located around the Great Lake in Cambodia, and two 
subbasins in Vietnam. The runoff generated from the subbasins downstream of Kratie will 
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directly feed into the Hydrodynamic Model. Figure 4 shows the SWAT subbasins within the 
Lower Mekong Basin and key monitoring stations on the Mekong mainstream.  

Figure 3. Part of Lower Mekong River 
Basin to which the SWAT has been 
applied (shaded area) 
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     The dominant Hydrologic Response Unit (HRU) comprising a land use/land cover type 
and a soil class was assigned to each subbasin to define parameters represented for the 
subbasin such as runoff curve number, land use/land cover properties, soil properties, etc. 
     The time series data of daily rainfall from 358 stations, most of them located inside the 
Lower Mekong Basin, was used to calculate the average subbasin rainfall for each SWAT 
subbasin using the MQUAD (a Multi-Quadratic Function Approach) module inside the 
Decision Support Framework. The MQUAD fits the observed daily rainfall with a multi-
quadratic function and then integrates over each subbasin area to obtain average daily 
rainfall. The daily climatic parameters required by SWAT including temperature, wind speed, 
humidity, and radiation were obtained from only 38 stations inside the basin and the missing 
values were replaced by monthly values from the FAO CLIMWAT database. 
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Figure 4. SWAT subbasins and key monitoring 
stations on Mekong mainstream. 
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SWAT Model Calibration 
  
     A total of 32 headwater subbasins with available guage data located upstream of Kratie 
were calibrated. The calibration was made by comparing the SWAT flow against the 
naturalized flow. Naturalized flow was calculated by adding on to the gauged flows with pre-
estimated water usage in the basins. The water usage considered includes domestic/industrial 
demand and irrigation demand. The domestic/industrial demand for each subbasin was 
estimated using per capita water usage and the population in the subbasin. The per capita 
water usage was estimated from the reports available in the Mekong River Commission 
Secretariat, WHO, and ADB websites. The subbasin irrigation demand was estimated using 
the crop model in the IQQM package and based on input such as irrigation area per crop, crop 
pattern and calendar, crop factors, irrigation efficiency, etc. 
     The initial values for the SWAT model parameters were taken from the dominant land use 
and soil type by assuming the subbasins were homogenous.  These values were refined 
during the model calibration to reflect non-dominant land use and soil types in the subbasins. 
Due to uncertainty of information, initial values of some parameters were set to zero. These 
parameters included GWQMN and RCHRG_DP. The values of GW_DELAY and 
GW_REVAP were initially set to zero and adjusted during the calibration. The initial values 
for REVAPMN and ALPHA_BF were derived from observed hydrographs by examining 
their shapes. In the absence of soil depth data, one-layer soils were assumed for all soil types. 
SOL_Z was assumed to be identical with SOL_ZMAX and modified during the calibration 
process. Similarly, the SCS curve number (CN2) was allowed to vary between expected 
values for the land use and dominant hydrologic soil group and the adjacent hydrologic soil 
group during the calibration process. Lateral flow parameters such as LAT_TTIME and 
SLSOIL were also modified during the calibration process.  
     The parameters derived for the gauged catchments were transferred to the ungauged 
catchments based on proximity and similarities in land uses and soil types which would give 
rise to similar hydrological responses. The transferred parameters of intervening subbasins 
were refined by secondary calibration against the residual flow. The residual flow was 
calculated by subtracting the downstream gauged flow with headwater gauged flows routed 
by IQQM. Where necessary, local knowledge was used to supplement the digital data. In 
particular, definitions of dominant land use in the subbasin were reviewed.  
 
Calibration Results and Discussions 
 
     Given the insufficiency of the observed data for calibrating the subbasins downstream of 
Kratie, only the calibration results of the headwater subbasins upstream of Kratie are 
presented in this paper. The calibration results presented in Table 1 show that SWAT can 
predict the flow volumes within 4% accuracy for all subbasins, with the exception of 419. 
The calibration evaluation results in terms of the Nash-Sutcliffe Coefficient for daily flows 
were between -0.1 to 0.8. About one-third of the SWAT headwater subbasins have Nash-
Sutcliffe Coefficient values for daily flows greater than 0.5 but for the monthly coefficient, 
the values range between 0.5 and 0.9. The evaluation results, especially in terms of the Nash-
Sutcliffe Coefficient, were low because of poor gauging stations and unrepresentative rainfall 
data, particularly in mountainous areas.  The errors in gauging stations varied across the flow 
range but were more pronounced at the extreme low and high flows. The low flow was 
generally affected by recording errors where the higher flows were affected by rating errors. 
This can be corrected by improved instrumentation and improved rating estimates. Rainfall 
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used by the model was averaged by MQUAD using rainfall gauging network, which was 
sparse in some areas. Reasonable results were obtained for the areas with flat gradients of 
rainfall coverage. However, in mountainous regions where the gradients were steep and 
rainfall data were not available, there was inevitably substantial uncertainty. 
 
 
Table 1.  Calibration results for headwater subbasins upstream of Kratie. 
 

5 25 50 75 95 Daily Monthly
201 1985-1999 2 0.4 2.1 0.4 3 0.6 7.1 2 0.5 0.7
206 1985-1999 -2 0.4 0.8 0.4 -3 0.1 1.6 -2 0.6 0.8
207 1985-1999 3 0.1 1.5 0.1 3 3.1 3.3 3 0.3 0.5
210 1985-1999 -4 0.2 4.2 0.2 -2 1.6 10.9 -4 0.2 0.6
211 1985-1999 0 0.7 3.4 0.7 n/a 6.7 0.0 -1 0.2 0.7
212 1985-1999 2 0.4 2.4 0.4 -6 0.5 7.2 1 0.2 0.1
304 1985-1999 2 0.2 2.2 0.2 3 0.4 1.6 2 0.6 0.8
307 1985-1999 3 0.5 2.8 0.5 n/a 2.4 0.0 2 0.2 0.6
402 1985-2000 -1 0.9 3.1 0.9 3 2.3 0.7 0 0.3 0.8
412 1985-2000 2 3.1 8.6 3.1 1 3.5 1.3 1 0.0 0.2
415 1985-1999 -5 0.4 1.0 0.4 n/a 3.1 9.1 -5 0.5 0.6
417 1985-1999 2 1.4 0.2 1.4 n/a 23.8 0.0 1 0.5 0.8
419 1985-1996 -3 0.3 1.0 0.3 -79 24.8 0.0 -11 0.3 0.8
420 1987-1999 -1 1.1 5.3 1.1 3 1.8 4.2 -1 0.4 0.9
421 1987-1999 2 0.4 0.2 0.4 0 0.2 0.4 2 0.3 0.7
422 1985-1999 0 0.6 1.2 0.6 n/a 13.7 29.6 -1 0.8 0.9
423 1986-1999 0 0.4 1.6 0.4 -4 3.1 8.3 0 0.2 0.6
424 1985-2000 1 1.0 2.6 1.0 n/a 1.4 6.2 1 0.5 0.7
427 1996-1999 0 0.3 3.5 0.3 10 1.6 5.4 0 0.6 0.9
504 1985-1997 4 0.3 1.4 0.3 n/a 0.0 0.0 4 0.1 0.5
506 1985-1999 -3 2.3 0.8 2.3 n/a 6.3 0.0 -3 0.4 0.5
509 1985-2000 0 2.2 5.1 2.2 n/a 7.3 0.0 0 0.5 0.8
510 1985-2000 2 0.6 2.7 0.6 -3 3.4 1.2 1 0.3 0.6
512 1985-1999 0 1.9 1.6 1.9 n/a 7.6 18.2 -1 0.4 0.4
514 1985-1999 -3 0.5 0.4 0.5 1 1.1 0.7 -2 0.4 0.5
515 1985-2000 1 0.3 4.6 0.3 n/a 5.6 14.4 1 0.5 0.7
608 1985-1999 0 0.4 0.4 0.4 -6 2.9 6.0 -1.0 0.3 0.5
610 1985-1999 -3 0.5 4.4 0.5 1 1.9 4.1 -2.0 0.2 0.6
614 1996-1999 -1 1.6 5.1 1.6 3 1.4 1.9 -1.0 0.4 0.6
620 1985-2000 0 1.7 3.8 1.7 -4 2.0 2.9 0.0 -0.1 0.7
700 1985-1999 0 0.8 0.4 0.8 2 0.7 1.0 1.0 0.2 0.5
800 1985-1999 1 0.7 2.8 0.7 n/a 2.3 5.9 1.0 0.2 0.6

Low flows

Vr (%)
FDC Error at Q%

High flows
FDC Error at Q%SWAT

sub-basin Vr (%)
Period

Vr (%)

Overall
Nash-Sutcliffe (CE)
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              2)  FDC at Q% represents the % deviation of the simulated Flow Duration Curve from the 
observed Flow Duration Curve, at 5%, 25%, 50%, 75% and 95% probability of 
exceedance 
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Conclusions 
 
     The Decision Support Framework has been used as the planning and analytical tool for 
scenario impact assessment and directly supports the Water Utilization Programme and Basin 
Development Plan, especially in implementing rules for water utilization in the basin.  The 
hydrological regimes obtained from the Decision Support Framework and the results from the 
Impact Analysis Tools can support further analyses for various programmes of the Mekong 
River Commission such as Fishery, Navigation, Flood Management, Environment, Water 
Resources, etc. The SWAT model has been embedded into the Decision Support Framework 
as the first official hydrological model of the Mekong River Commission and used to 
generate the runoff at the subbasin level. Now, SWAT has been used to generate runoff from 
each subbasin under historical climate conditions, climate change, and land cover change 
conditions. In the future, the Mekong River Commission will improve the Mekong SWAT 
model in various aspects, such as better calibration results and land cover change. The first 
priority is to redelineate existing subbasins into smaller subbasins to represent more realistic 
physical conditions and set-up with multiple HRUs to capture the spatial variability of land 
uses/land covers and soils. The SWAT2003 model was used in this redelineation and 
sensitivity analysis, uncertainty analysis, and auto calibration tools inside the package will be 
applied soon. Lastly, the SWAT capability on water quality and sedimentation will also be 
applied.  
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Introduction 
 
     Common European Agricultural Policy (CAP) for the 21st century will have a major 
influence on land use and management practices in many regions of Europe.  In the preceding 
CAP, including the MacSharry reform implemented in 1992 and the Agenda 2000 reform, 
agricultural products such as corn, milk or sugar were subsidized per yield.  This led to 
intensive production systems marked, for example, by high fertilization rates, unadjusted 
pesticide application, or exhaustive water use.  With more sustainable land use and 
management in mind, European agricultural ministers agreed to support land use by acreage 
instead of produced yield in the future. 
     The scope of the Collaborative Research Centre 299 is to develop concepts for land use in 
peripheral regions.  Peripheral regions in this context are regions which have economic, 
structural, and/or ecological drawbacks for agricultural production.  The Dill Catchment, a 
mesoscale catchment of approximately 693 km2 in Germany, is characterized by small 
acreages (due to inheriting rules over the centuries), steep slopes (unsuitable for large 
machinery production) and poor soils (shallow, coarse textured, stony).  The 10% portion of 
fallow land is larger than anywhere else in Germany.  It is assumed that more and more 
farmers will quit agricultural activity in the future.  This in turn will lead to more uncultivated 
land, with effects on water quality, biodiversity or heritage landscapes among other landscape 
services.  The new CAP could be a chance for farmers in such peripheral regions to continue 
agricultural production.  But what are the consequences of changes in land use and 
management for economic and ecological parameters?  
     The hydrological model SWAT is used to investigate the effects of the CAP on water 
fluxes in the Dill Catchment.  Land use scenarios reflecting the conditions of the Agenda 
2000 as well as the new CAP are predicted by the bio-economic ProLand (Prognosis of Land 
use) model.  These maps act as spatial differentiated model input.  Hydrological objectives as 
calculated for the two CAP scenarios are compared to the current land use distribution.  
 
Methods 
 
Study Area 
     The Dill Catchment is a low mountainous catchment in Germany (Figure 1) with an area 
of 693 km2.  Digital soil data is available on the scale of a 1:50,000 for the catchment (HLUG, 
1998).  A multi-temporal remotely sensed land use classification from 1994/1995 was used as 
a baseline scenario for the present investigation (Nöhles, 2000).  The catchment was 
characterized by a heterogeneous land use pattern with more than 50% of the area covered by 
forests and 20% by pasture.  Details for the land use distribution of the baseline scenario are 
given in Table 1.  
 
The Agro-economic Model ProLand 
     The land use scenarios presented were derived by the ProLand model (Kuhlmann et al., 
2002).  ProLand assumes that land use patterns are a function of natural, economic, and social 
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conditions in a landscape.  It postulates land rent maximizing behavior of the land user for any 
parcel of land.  Based on the economic, social and natural, and technical boundary conditions 
the model calculates a set of agricultural and forestry land use systems for a parcel of land, of 
which the one with the highest land rent is allocated to.  Land rent is defined as the sum of 
monetary yields including all subsidies minus input costs, depreciation, taxes, and opportunity 
costs for employed capital and labor.  Model outputs are key indicators to describe the 
economic performance of the calculated set of land use systems and spatially explicit maps of 
land use distribution.  The spatial resolution of the derived land use maps depends on the 
resolution of the available physical, biological and socio-economic data.  In the present case, 
data are available on a 25 m x 25 m grid. 
 
European Agricultural Policy-driven Land Use Scenarios 
     The aim of the European CAP is to provide consumers with quality food at fair prices and 
to provide farmers with a reasonable standard of living.  The way the governments have tried 
to meet these aims has changed over the years.  In the past, the key concept of CAP was to 
subsidize production of basic foodstuffs in the interests of self-sufficiency.  The current CAP 
emphasizes direct payments to farmers as the best way of guaranteeing farmer incomes, food 
safety and quality, and environmentally sustainable production.  
     In this study, the agro-economic simulation model ProLand is used to predict land use 
distributions for the Dill River Catchment that are optimal from an economic point of view 
under past and future CAP.  In the following presentation the land use distribution which 
should have been in existence due to ProLand theory in the past is called the Agenda 2000 
land use scenario.  Potential future land use distribution, as predicted by ProLand, is referred 
to as the CAP land use scenario.  For further information on the technique of scenario 
development and the assets and drawbacks of the ProLand approach, refer to Kuhlmann et al. 
(2002) and Weinmann and Kuhlmann (2005). 
 
Table 1. Land use distribution [%] of the Dill Catchment and three of its subcatchments. 

Scenario Baseline Agenda 2000 CAP 
(Sub)Catchment Dill 6 33 51 Dill 6 33 51 Dill 6 33 51 

Forest [%] 53.4 64.6 45.6 38.0 74.8 77.0 81.8 55.4 59.1 65.8 48.0 38.3
Pasture [%] 20.6 18.4 21.0 47.4 6.0 9.3 5.5 12.6 30.3 30.0 48.4 58.6
Urban [%] 9.2 4.1 3.5 3.1 9.2 4.1 3.5 3.0 9.2 4.2 3.6 3.1
Fallow [%] 9.1 11.3 8.1 7.3 - - - - - - - -

Cropland [%] 6.5 1.5 21.7 4.2 9.7 9.5 9.2 28.9 1.2 - - -
Surface waters [%] 0.3 <0.1 <0.1 <0.1 0.3 <0.1 <0.1 <0.1 0.3 <0.1 <0.1 <0.1

Area [km2] 693 22.0 12.4 20.4
Mean precipitation 

[mm a-1] 
952 1071 759 1231

 
Hydrological Modeling 
     A modified version of SWAT2000 was used to assess the hydrological impacts of land use 
distribution changes induced by the CAP reforms.  The SWAT model was adapted for the 
application in low mountainous catchments with its typical shallow rock aquifers and a high 
portion of lateral flow (Eckhardt et al., 2002).  An anisotropy factor, defined as the ratio 
between horizontal and vertical saturated conductivity, was used to simulate this increased 
lateral flow.  A soil horizon with a high bulk density and low available water content was 
added below the regular soil profile to account for the hydrogeological characteristics of the 
fissured rock aquifers in the Dill River Catchment.  Prior to model application, SWAT was 
automatically calibrated by the use of the combined Scuffled Complex Evolution Metropolis 
algorithm (SCEM-UA) (Huisman et al., 2003).  The model was run from 01.01.1980 to 
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31.12.2002, whereby the first three years act as a warming-up period.  Results for 
hydrological fluxes such as discharge, groundwater recharge, and direct runoff for the two 
land use scenarios Agenda2000 and CAP were compared and set in relation to the baseline 
land use distribution. 
     The Dill Catchment is divided in 52 subcatchments for all scenarios.  Based on the selected 
threshold of 3% land use and 7% soil for the definition of HRUs, the baseline scenario 
consisted of 765 HRUs, the Agenda 2000 of 470 and the CAP scenario of 424 HRUs.  Three 
subcatchments were selected for further evaluation of the spatial differences of water fluxes 
based on the projected land use changes (Table 1).  The selection of subcatchments was based 
on the land use distribution of the baseline scenario.  Here, subcatchment six is characterized 
by a large share of forests (65%).  One of the highest shares of cropland in the Dill Catchment 
was identified in subcatchment 33 (22%).  Pasture was the dominating land use type in 
subcatchment 51 with 47%.  Mean annual precipitation was substantially different for the 
investigated subcatchments, ranging between 759 and 1,231 mm a-1, with an average of 952 
mm a-1 for the entire Dill Catchment (Table 1).  
 
 

 
 
Figure 1. Land use distribution in the Dill Catchment derived from remote sensed data 
(Baseline, Nöhles 2000) and from ProLand simulations (Agenda 2000 and CAP). Further 
investigations were conducted in three selected subcatchments with the following 
dominant land cover types: forest [6], cropland [33] and pasture [51]. 
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Results and Discussion 
 
     Scenario analysis with any hydrological model requires general model credibility in space 
and time.  In the current application a split sample test was used to test for temporal model 
transferability (calibration period 01.11.1990 - 31.10.1993).  A sufficient agreement between 
measured and predicted daily discharge in the Dill Catchment was achieved for the period 
01.01.1983 - 31.12.2002 (Figure 2).  The Nash-Sutcliffe Efficiency (NSE) of 0.737 was 
satisfactory, given the limitation of predicting flooding events with a daily time step model for 
a catchment that is characterized by an immediate response of the hydrograph to rainfalls and 
an average stream travel duration time of less than 24 h.  A proxy-catchment test for the Dill 
River Catchment and the subcatchments of the Obere Dill River, the Dietzhölze River and the 
Aar River was performed to test for spatial model transferability.  In general, NSE for all 
subcatchments and the Dill Catchments were within a range of 0.76 and 0.83.  The results of 
the proxy-catchments test are described in detail by Huisman et al. (2003). 
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Figure 2. Measured and calculated daily discharge for the period 1983-2002. Note the 
flooding peaks in February, 6th and 7th 1984. NSE = Nash-Sutclife Efficiency. 
 
     A comparison of annual discharges for the Dill River in response to different land use 
distributions is shown in Figure 3.  Calculated annual discharge matches measured discharge 
(NSE = 0.815), which was to be expected based on the model results for daily discharge.  
Despite this fact, the calculated annual mean discharge for the baseline scenario was 414 mm 
and underestimated by -6.4 % as compared to the measured discharge.  Annual discharge 
based on the predicted land use distribution for the Agenda 2000 scenario was similar to the 
baseline scenario (-6.5 %).  A slightly reduced mean annual discharge of 403 mm a-1 was 
calculated for the CAP scenario (-8.9 %).  
     An analysis of the hydrological flow components gives insights to the hydrological 
systems of the land use scenarios (Figure 4).  The most obvious difference was the increased 
evapotranspiration and reduced surface runoff components for the CAP scenario as compared 
to the baseline and the Agenda 2000 scenarios.  This can be explained by the fact that 
evapotranspiration rates are highest for pasture compared to all other land cover types 
simulated in this work.  Pasture covers more than 30 % of the land in the CAP scenario, 
whereas its expansion was lower in the other two scenarios, e.g. 9 % in the Agenda 2000 
scenario.  Lateral flow as well as baseflow contribution to discharge was nearly the same for 
all scenarios, ranging between 287-293 mm a-1 and 47-50 mm a-1, respectively.  Deep aquifer 
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recharge, a feasible indicator for maintaining a self-sufficient drinking water supply for a 
landscape, also remains fairly constant for all land use scenarios.  
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Figure 3. Comparison of measured and predicted annual discharge [mm a-1] for the 
period 1983-2002. Predicted discharge is also shown for the Agenda 2000 and CAP 
scenarios. 
 
     The observed changes in discharge and other hydrological flux components were 
comparable to the results obtained in other studies in the area of investigation.  For example, 
Weber et al. (2001) evaluated the effects of introducing a grassland bonus to increase 
livestock farming in the Aar Catchment, which is a subcatchment in the eastern part of the 
Dill Catchment.  Even though the shares of land use types changed even more as compared to 
this study, reactions in the hydrological scheme were comparable.  In another case study in 
the Aar Subcatchment, Fohrer et al. (2001) analyzed the effects of different average field sizes 
on land use distribution.  The reactions of the hydrological components in the overall 
catchment were also low, with slightly increased flooding risks for larger field sizes.  
However, Fohrer et al. (2001) also pointed out that a spatially differentiated view of changes 
in hydrological patterns is necessary.  For example, on small scales land use does influence 
flooding potential (Niehoff et al., 2002). 
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Figure 4. Calculated hydrological fluxes [mm a-1] for the Dill Catchment (Baseline, left) 
and the two land use scenarios, Agenda 2000 (middle) and CAP (left). P = precipitation; 
ET = Actual evapotranspiration; SQ = Surface runoff; LQ = Lateral flow; BQ = 
Baseflow; AR = Aquifer recharge. 
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    Therefore, this analysis of the Dill River Catchment was subdivided into three 
subcatchments.  The selection of the subcatchments was based on the dominant land use types 
in each of the subcatchments as derived from the baseline scenario.  A further distinct feature 
of the investigated subcatchments was the difference in mean annual precipitation (see Table 
1).  
     Distinct differences in the water balance composition of the three subcatchments can be 
found for all land use scenarios.  Figure 5 outlines the results for the baseline scenario. In 
subcatchment six evapotranspiration was approximately 47%.  Discharge in this subcatchment 
was largely determined by lateral flow which contributes to around 80%, followed by surface 
runoff and baseflow with an equal share of approximately 10%.  Subcatchment 33 was 
characterized by an even higher portion of evapotranspiration (70%).  Similar to 
subcatchment six, discharge was mainly composed of lateral flow (74%).  The pattern of the 
water balance in subcatchment 51 was quite different from the other two subcatchments.  
Here, discharge was more evenly allocated to the three different pathways, surface runoff 
(45%), lateral flow (27%) and baseflow (28%).  The portion of discharge and 
evapotranspiration was 44% and 43% respectively.  Groundwater recharge in subcatchments 
six and 33 was relatively low.  This was slightly different in subcatchment 51, where 
groundwater accounted for 15% of the total water balance.  
     These results raised questions concerning the striking differences among the water balance 
in these subcatchments.  One explanation could be in the variation of land use, as all 
subcatchments have very distinct patterns of land uses (Table 1).  Subcatchment six, for 
example, was largely covered by forests (65%).  Due to higher evapotranspiration rates of 
trees than crops, one could assume that the portion of evapotranspiration in the water balance 
in subcatchment six was also higher as compared to subcatchment 33.   In this subcatchment, 
cropland accounted for 20% more area than forests.  But this is not the case, as show in Figure 
5.  Another remarkable fact is that surface runoff was dominant in subcatchment 51, although 
cropland only covers 4 % of the area in the baseline scenario.  Pasture and forests, both land 
covers protecting soil surface from runoff all year around, dominate land use distribution by 
more than 85% (Table 1).  Among other things such as morphological or pedological 
subcatchment characteristics, it is most likely that differences in rainfall distribution could be 
responsible for the observed differences in the subcatchments.  Mean annual precipitation for 
the selected subcatchments differs widely (Table 1).  Predominant westerly weather situations 
and the influence of the High Westerwald Range result in mean annual sums of precipitation 
of 1,230 mm for subcatchment 51 as compared to 759 mm for subcatchment 33 and 1,071 
mm for subcatchment six.  Figure 6 shows the rainfall-runoff coefficient for the Dill 
Catchment.  It can be seen that the eastern part, where subcatchment 51 is located, was 
characterized by high rainfall-runoff coefficients > 0.2.  Water that cannot infiltrate into the 
soil generates infiltration excess overland flow.  In contrast, a larger share of precipitation that 
falls in subcatchment 33 leaves the system by plant evapotranspiration.  In addition, soils in 
subcatchment 33 had an elevated field capacity due to widespread loess layers.  As a result 
larger amounts of precipitation can be stored and do not contribute directly to runoff 
generation in this region. 
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Figure 5. Relative contribution of surface runoff, baseflow, and lateral flow to discharge 
for three selected subcatchments of the Dill.  Relative contribution is given for the 
current land use distribution (Baseline, Bas) as well as for the Agenda 2000 (Ag2) and 
the CAP land use scenarios.  A detailed description of subcatchments is given in Table 1. 
 
     To come back to the problem of tracing the influence of land use on the water balance, we 
compared the alteration of the water balance composition within each subcatchment for all 
land use scenarios.  As seen in Figure 5, the patterns of water balance composition remain 
nearly stable under different land uses for subcatchment six.  For example, even though 
cropland area in the Agenda 2000 scenario increases to 10% and decreases to 0% in the CAP 
scenario (Table 1), the SWAT model calculates no change in surface runoff.  It is feasible that 
several soil and vegetation properties in this subcatchment have an opposite influence on 
surface runoff generation.  
     Only slight increases in evapotranspiration were calculated for the Agenda 2000 and CAP 
scenario for both subcatchments 33 and 51.  Land use changes in these two catchments were 
more pronounced as compared to the ones in subcatchment six (Table 1).  But with respect to 
the amount of change, forests increased from 45% to 82% and cropland decreased from 22% 
to 0% in subcatchment 33, the predicted changes were rather small.  Overall there were only 
marginal influences of predicted CAP land use scenarios on hydrological fluxes and water 
balance effects in the Dill River Catchment. 
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Figure 6. Rainfall-runoff coefficient for the Baseline, Agenda 2000 and CAP scenario.  
Rainfall-runoff coefficients were calculated for each subcatchment.  Precipitation data 
from 12 gauging stations were allocated by nearest neighbor to the subcatchments.  
Runoff data were obtained from the SWAT model for each subcatchment.  
 
Conclusions 
 
     Two different land use distribution scenarios, namely the Agenda 2000 and the new 
European CAP scenario, were analyzed for their potential to alter the hydrological cycle of 
the Dill River Catchment.  A modified version of the SWAT2000 model was used to trace the 
effects of land use distribution on discharge components and evapotranspiration.  Little 
difference was found for the different land use scenarios, even when subcatchments with 
pronounced differences in land use were investigated.  But it should be noted that the 
observed minor differences in hydrological fluxes for several land use distributions in the Dill 
Catchment were not typical for all kinds of catchments in general.  Generation of discharge in 
the Dill Catchment was first of all determined by lateral flow, a hydrological flux component 
that was altered little by land use change.  In addition, soil and hydrogeological properties of 
the Dill Catchment as well as spatially heterogeneous precipitation patterns are overlying 
feasible hydrological changes due to differences in land use. 
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Abstract 
 
     In order to reach the water quality objectives, as set by the EU Water Framework 
Directive, emission loads have to be reduced and pollution abatement plans set up for river 
basins by 2008. Thereby, good water quality has to be reached in the most cost-effective 
manner. In order to define the most cost-effective set of measures that need to be 
implemented to meet the water quality objectives, the SWAT2005 simulator was linked to an 
economic optimization module. SWAT2005 simulates the in-stream load reductions of 
various measures. The economic module then selects that combination of measures that 
achieves the environmental objectives at the lowest cost. The methodology is applied for the 
Kleine Nete River Basin in Belgium and focuses on the abatement of nitrogen pollution. 
 
Introduction 
 
     Given the numerous pressures on water resources, it is vital that effective legislative 
instruments help to secure existing resources for future generations. Since 2000, the Water 
Framework Directive (2000/60/EC) of the European Communities, further abbreviated as 
WFD, enforces the sustainable use of water throughout Europe. Its fundamental objective is 
to maintain a ‘high status’ of all waters, i.e. groundwater, surface water, transitional water 
and coastal water. Any deterioration of the existing status must be prevented, and by 2015 a 
‘good status’ must be achieved for all European waters. The WFD furthermore stipulates that 
countries have to set up a River Basin Management Plan, including a set of abatement actions 
to ensure that the objectives of the WFD will be met within the given deadlines. These plans 
will be designed and implemented on the river basin scale – the natural geological and 
hydrological unit that brings together upstream and downstream interests across regional and 
national boundaries (European Communities, 2002).  
     Traditionally, pollution problems are solved on a first-come, first-serve basis. Emission 
permits target the worst polluters first. Yet, pollution abatement measures are often randomly 
applied without evidence that the environmental targets will be achieved and without 
considering potentially cheaper alternatives elsewhere in the basin or in other sectors. Taking 
into account the fact that most rivers in Belgium suffer from a high nitrate load and that older 
European legislation has not achieved a good water status, it is expected that traditional 
emission based measures will not be sufficient and that supplementary measures will be 
required to achieve the environmental quality objectives of the WFD. According to the WFD, 
a given pollution abatement measure is not considered as a goal in itself, but as a pragmatic 
action, established with the purpose of reaching an environmental objective.  
      Including economics in the development of a River Basin Management Plan is another 
novelty of the WFD. The cost and effectiveness of abatement plans therefore becomes 
important and should be optimized. Yet, the availability of useful data on costs and effects of 
pollution abatement measures remains a major bottleneck. Available data on costs and effects 
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are not systematically collected and may be user- or basin-specific, only partly accessible, or 
fragmented. To fill this data gap, the WFD requires the development of the following 
documents (at the subbasin scale by 2009): 
• documentation of the initial characterization of the river basin, including an economic 

analysis; 
• supplementary information on the current status derived from chemical and biological 

monitoring; 
• catalogues of measures at the subbasin scale, including location-specific cost information. 
 
     A practical multi-stage approach for the selection of pollution abatement measures based 
on a cost-effectiveness analysis was developed by Interwies et al. (2004). Similar work was 
done for the Rhine Basin by van der Veeren (2002) and for Belgium by Meynaerts et al. 
(2003).  
     With regard to economic optimization, cost-effectiveness analysis and cost-benefit 
analysis are the most common techniques used. For river basin management, a cost-
effectiveness analysis is preferred to a cost-benefit analysis if the aim is to find out how the 
environmental standards can be achieved at the least cost (Turner, 1993, van der Veeren, 
2002). This is explained by the fact that in a cost-benefit analysis, environmental standards 
are set by economic criteria instead of being based on eco-toxicological or environmental 
considerations. Cost-effectiveness is defined as the annual cost for each unit of pollution 
abatement (e.g. x Euro / kg N abatement). Likewise, Zanou et al. (2003) define the cost-
effectiveness ratio (CE) as the ratio of cost/effectiveness. Note that the ‘cost-effectiveness’ of 
a plan can only be determined in relative terms and not in absolute terms.  
     The previously mentioned studies, however, focus on a methodology for economic 
optimization and less on the impact of the measures on the receiving waters. Little work has 
been done to fully integrate economic optimization and water quality modeling. Yet, with 
respect to in-stream water quality, where the benefit of measures is reflected to a large extent 
in other downstream subbasins, it is expected that the summed cost of all local combinations 
of measures will be higher than the total cost of the most cost-effective combination of 
measures at river basin level (Schleich et al., 1996). Moreover, as the size and complexity of 
watersheds increase, so does the exercise in finding a good implementation strategy 
(Srivastava et al., 2002). Within this framework, the use of modeling tools becomes 
imperative as a means to provide the necessary insight into the hydrologic and socio-
economic heterogeneity of the river basin. 
     In this paper, an integrated economic-hydrologic modeling tool is presented and applied to 
the River Nete Basin in Belgium. To simulate the impact of pollution abatement measures on 
the in-stream water quality, the Soil and Water Assessment Tool – SWAT2005 (Arnold et al., 
1994) - is used. For the economic optimization, cost-minimization is used as the objective 
function in agreement with the principle of cost-effectiveness.  
 
Study Area: Nete River Basin (Belgium) 
 
     The ‘Kleine Nete’ River Basin is located in the Flemish Region of Belgium (Figure 1). It 
is a subbasin of the Nete Basin, which is part of the international river basin district of the 
River Scheldt. From the selected control section (at the city of Herentals), the Kleine Nete 
Basin has an area of 320 km2. The basin is characterized by sandy soil and alluvial sediments. 
Having an average altitude of 20 mASL and slopes below 2%, the Nete Basin is typically a 
lowland area.  
     The Kleine Nete Basin is characterized by a high population density (200 inhabitants/km²) 
and an equally high density of animals bred for dairy production (150 cows/km², 300 
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pigs/km² and 4,000 chickens/km²) (Mestbank, 2005). The food and chemical industry are the 
main industrial activities. The major sources of pollution are (untreated) domestic waste 
water and animal manure. As much as 60% of the total area is agricultural land, and high 
manure application rates are used. On average, 210 kgN/ha and 90 kgP2O5/ha are applied to 
the fields (Mestbank, 2005). In 2002, 65% of the population was connected to a waste water 
treatment plant (WWTP). At the outlet of the basin, an average concentration of 3.5 mgN/L 
and 0.5 mgP/L were measured for the period 2000-2002 (VMM, 2005). The mean flow 
during this period was 5.4 m3/s. 

 
Figure 1. The Kleine Nete River Basin in Flanders (Belgium). 

 
 

 
Methodology 
 
     The first step in the selection of potential combinations of measures is the identification 
stage (Figure 2). According to the WFD, the identification needs to be based on the initial 
characterization of the prevailing pressures and polluter categories (e.g. agriculture, 
households, industrial, etc.) in each surface water body (at the subbasin scale). In the next 
phase, measures are selected (at the subbasin scale) based on the ecological effectiveness, the 
likelihood of target achievement by 2015, and a prioritization on the basis of operational and 
economic costs. Furthermore, the efficiency of measures depends, to a large extent, on local 
peripheral conditions as well as technical, social, and financial conditions.  
     For the sake of testing the integrated economic-hydrologic tool, a ‘preliminary’ database 
of potential abatement measures was set up, consisting of information on the potential 
emission load reductions at the source and cost data for the different measures. 
     Next, for each particular pollution source and abatement measure, potential emission load 
reductions at the source were implemented into a calibrated SWAT model, each as a different 
scenario. Hence, SWAT provides the modeled in-stream load reductions at the control 
section(s). The modeled in-stream load reduction was consequently used to calculate the 
‘emission coefficient’, α, which is the ratio between the load that reaches the control section 
and the load that was emitted at the source of the pollution. An emission coefficient can be 
seen as a linearized coefficient of the non-linear SWAT model.  



3rd International SWAT Conference 

 342

Identify pollution
abatement measures

Combine all measures into 1 database
(€/kgN abatement/year)

Assess abatement
potential for each measure

Assess costs of
each measure

Load reduction
target

Linear
Programming

SWAT

Quantify
immission coefficients

Annualize cost data
(€/year)

Results from LP model:
• Is good water quality achieved? 
• Most cost-effective set of measures
• Cumulative cost of measures

 
Figure 2. Methodology used in the economic module for SWAT. 

 
     In order to select the most cost-effective combination of measures to achieve the water 
quality objectives, an optimization algorithm was used that combines water quality and 
economic objective functions. Here, the SWAT simulator was linked to an economic 
optimization module with cost-minimization as the objective function. The optimization 
model was based on linear programming (LP).  
     Consider a set of potential measures, i, for each subbasin, sub, each having an annual cost, 
ci (in Euro/year), an emission reduction potential, Ai (in kg/year), a level of implementation, 
xi (measure specific units), and a maximum level of implementation (based on the current 
pollution load). Each subbasin was considered to be a single unit for economic optimization, 
having subbasin specific measures with a subbasin specific level of implementation as well as 
subbasin specific load reduction targets, etc. Annual costs were assumed to be homogeneous 
over the entire river basin.  
     The model optimizes the values of xi for each measure in each subbasin.  The total cost of 
the most cost-effective set of measures F(x) for the entire river basin is then defined as 
(Equation 1): 
  
  ∑∑ ∗=

sub i
sub,ii xcmin)x(F     (1) 

In addition, the following constraints have to be taken into account (Equations 2-4): 
  
  ∑ ≥α

i
subsub,isub,isub,i LRxA     (2) 

  sub,isub,i maxx0 ≤≤      (3) 
  ∑ =

sub
totsub LRLR      (4) 

 
The constraint in Equation 2 states that the total in-stream load reduction for the subbasin 
should not be less than the subbasin-specific load reduction target, LRsub (in kgN/year). To 
ensure that the load reduction target for the entire river basin (LRtot) matches the sum of 
subbasin-specific reduction targets, Equation 4 is set as an extra constraint. Equation 3 
signifies that the level of implementation cannot exceed a given maximum level of 
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implementation.  As the interaction between measures, for now, is not considered, the 
combined effect of a set of measures equals the sum of the effects of the individual measures.  
 
Linking SWAT2005 and the Economic Optimization Tool 
 
     Starting with a calibrated water quality model in SWAT2005 and the database of pollution 
abatement measures, the most cost-effective set of measures was obtained in a Matlab 
environment (Mathworks, 2002), as shown in Figure 3. By means of a newly developed pre- 
and postprocessor tool for SWAT2005 (see below), the load reduction targets (LR for each 
subbasin as well as for the entire river basin) and emission coefficients (α) were determined. 
Together with the database of measures, all required input data were entered into the 
economic optimization tool. As a result, the most cost-effective combination of measures (xi) 
was returned. The combined emission reduction of the optimal selection was consequently 
subtracted from the respective pollution load in the initial SWAT model and entered into 
SWAT as a pollution abatement scenario. In this way, it was possible to assess whether the 
optimal selection effectively realizes a good water status. Different criteria could be used for 
this assessment. For the sake of testing the methodology, the assessment was based on the 
exceedance (EX) of the environmental standard. The latter is calculated based on of the 
differences between the modeled daily concentrations of total nitrogen (CNt) at the outlet of 
the basin and the environmental standard (Cstand), as shown by Equation 5. Hereby, negative 
exceedance values, i.e. when the pollutant loads are lower than the environmental standards, 
are not considered. 
 
  ∑ −=

t
tdtansNt Q*)CC(EX   if CNt < Cstand  (5) 

If the environmental standard is exceeded (EX >0) additional measures have to be applied. 
To force the economic optimization tool to select an alternative measure, a larger load 
reduction target is set most simply by increasing the load reduction targets after each 
optimization until EX becomes zero. As the emission coefficient is specific for a combination 
of measures, it is recalculated iteratively. 
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Figure 3. Methodology to link SWAT2005 to the economic optimization tool. 
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A Pre- and Postprocessor for SWAT2005 
 
     In order to support the above mentioned procedures, pre- and postprocessors for 
SWAT2005 have been developed.  A version with a graphical user interface was created in 
Excel (Figure 4), while a second version, with more functionality and which allows for batch 
runs of SWAT, was developed in Matlab (Mathworks, 2002).  
 

 
Figure 4. The pre- and postprocessor for SWAT2005, including water quality variables 

(Excel version). 

 
The new tools allow users to:  
• prepare input files in the specific SWAT2005 format, for the required number of HRUs. 

The input files for diffuse and point source pollution are included 
• run SWAT automatically and iteratively from within Excel or Matlab, with no need for 

the existing ArcView interface. Hence, scenarios generated in the previous step can be 
simulated in batch mode, e.g. for calibration, sensitivity analysis or environmental impact 
assessment. In the Matlab version, the best run can be selected based on user-specific 
objective functions. 

• import modeling results for flow and water quality parameters into Excel or Matlab. 
• calculate objective functions and efficiency criteria (R², Nash-Sutcliffe, bias). 
• plot time series and ranked series and export into an easily accessible format. 
• link SWAT2005 to the economic optimization tool (only with the Matlab version). 
 
 
Identification of Measures 
 
     For the sake of testing the economic module, only nitrogen pollution was considered in the 
case study. The following abatement measures were considered: 
1) the connection of the remaining households to a waste water treatment plant (sewerage); 
2) the subsidized reduction of the pig livestock;  
3) the processing of pig manure prior to application on the field. 
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For each measure, load abatement characteristics and total annual costs are shown in Table 1. 
Cost estimates are assumed to be average, annual total costs for the entire basin. 
Administrative costs of designing and implementing nutrient reduction policies are not 
considered. It is also assumed that the measures have a constant marginal cost, which equals 
the average cost. Hence, the effectiveness of the measure does not depend on the initial 
emission load. 
     Information on waste water treatment and the installation of sewer systems was based on 
indicators made available by Aquafin, the WWTP operator for the Flemish Region. The 
nitrogen content of the WWTP influent was assumed to be 10 gN/IE/day and the average 
nitrogen removal efficiency was 56% (Aquafin, 2004). The annualized cost of sewerage was 
based on the construction of a semi-separated sewer system. As this is the most expensive 
option for sewer systems, the costs are expected to be overestimated. 
     Pig reduction as well as manure processing represents a farmer’s management option. 
These measures prevent pig manure, and its nutrients, from being applied to the field. For 
manure processing, a small-scale unit processing 20,000 m3 of liquid manure per year, or the 
manure produced by 7,000 pigs, was considered. Assuming that a unit consists of a chain of 
techniques (Feyaerts et al., 2002; VCM and STIM, 2004), a nitrogen removal efficiency of 
100% was assumed for these units. VCM and STIM (2004) report an average cost of 25-30 
€/ton dry matter. Assuming a dry matter content of 8.5%, this value corresponds to an 
average cost of 4 €/m³ liquid manure. Unlike other measures, the cost of removing one pig 
was not defined by investment and operational costs, but rather at the level of the 
government’s compensation funds: 117.5 Euro/pig. The emission coefficient was set to a 
value of 11%, as suggested for diffuse sources by the Flemish EPA for the Nete Basin 
(VMM, 2001). Interaction between measures was not considered: the combined effect of a set 
of measures equals the sum of the effect of the individual measures. 
 

            Table 1. The selected pollution abatement measures. 

measure unit abatement A 
(kg N/unit/yr) 

emission 
coefficient 

α 

total cost c 
(€/year/unit) 

connect to 
WWTP  

sewer units to 
connect 1 IE  

3.65 0.56 100-200 

reduce 
pigs 

1 pig 10.8 0.11 14 

manure  
processing  

1 unit  
= 7,000 pigs 

= 20,000 m³/yr

76,000 0.11 80,000 

 
 

Results 
 
     The cost/effectiveness ratio (CE) for the different abatement measures is shown in Table 
2. Despite its high investment cost, manure processing proved to be the most cost-effective 
measure (9.6 Euro/kgN abatement). The subsidized reduction of pigs however is only slightly 
less cost-effective (11.8 Euro/kgN abatement). The construction of a semi-separated sewer 
system proved to be the most expensive in terms of N abatement (from 50-100 Euro/kgN 
abatement). Yet, the cost of waste water treatment itself is in the range of the other measures. 
The construction and operation of a new WWTP of 10.000 IE for example, has a CE ratio of 
about 10 Euro/kgN abatement. One should also be aware that the CE ratios are strongly 
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affected by the emission coefficients. Obviously, the latter should thus be set carefully, e.g. as 
a result of SWAT modeling results. 
 

                  Table 2. Cost-effectiveness ratios (CE) and ranking. 

measure CE ratio 
(€/kgN 

abatement) 

rank 
 

connect to WWTP 50-100 3 
reduce pigs 11.8 2 
manure processing 9.6 1 

 
     The most cost-effective set of measures as an outcome of the integrated modeling tool is 
given in Table 3. As confirmed by the CE ratios, manure processing was the most cost-
effective measure. In total, nine units for manure processing were required to achieve the best 
environmental result. As with the abatement potential, costs and other optimization 
parameters are equally distributed over the subbasins. In the future, subbasin heterogeneity 
will be considered. 
 

Table 3. Location and selection of abatement actions. 

subbasin most cost-effective 
measures 

1 2 manure processing units
2 3 manure processing units
3 2 manure processing units
4 2 manure processing units
Total cost 720,000 Euro/year 

 
 
     As presented in Figure 3, the optimal result was achieved iteratively. Initially, the 
environmental standard was exceeded most of the time, as shown in Figure 5. The initial load 
reduction target (LRinit) was estimated from Equation 5 to be 63 tonN/year. If good results 
were not obtained, LRinit was increased, and a new optimization run was started.  This process 
was repeated until the optimal result was achieved (Figure 6). In this way, the final load 
reduction target (LRfinal) was increased to six times the initial value. Yet, exceedance of the 
peak values continues to occur. A better estimate of the load reduction target and exceedance 
criteria is therefore needed. 
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Figure 5. Time series for total nitrogen 
in the Kleine Nete River Basin (initial 
status). The environmental standard is 

mostly exceeded.  

 
Figure 6. Time series for total nitrogen 
after implementation of the most cost-
effective set of measures. LRfinal is six 

times LRinit. 

 
 

Discussion and Conclusions 
 
     An integrated hydrologic-economic modeling tool for the optimization of the water 
pollution abatement costs, in which an economic tool is linked to SWAT2005, was proposed. 
A linear programming (LP) framework with cost-minimization as the objective function was 
loosely coupled to SWAT. The most cost-effective set of measures that need to be 
implemented in order to meet the water quality objective, as well as the cumulative cost to 
achieve emission load reduction targets was calculated. SWAT was used to model the in-
stream load reductions of each measure at the control section. 
     In order to link the economic tool to SWAT, a pre- and postprocessor for SWAT2005 was 
developed, using Excel and Matlab. 
     The economic module was applied to the Kleine Nete River Basin (Belgium), considering 
the following nitrogen abatement measures: 1) the connection of the remaining households to 
a waste water treatment plant, 2) a reduction of pigs, and 3) manure processing. Since a 
catalogue of pollution abatement measures with location-specific costs and pollution 
abatement values are currently not available, a limited set of measures having highly 
uncertain costs and effectiveness values was tested. 
     The lumped approach used in this paper, in which only the allocation to a subbasin was 
required, may be considered as an advantage. The Water Framework Directive does require a 
program of measures at the subbasin scale. The semi-lumped SWAT model can furthermore 
be used to assess downstream impacts. A lumped approach clearly attributes changes in 
emission load at the control section to abatement measures that are taken. In this way, lumped 
modelling results can be used to aid management decisions at the river basin scale. 
     The proposed method however requires the determination of emission coefficients. As 
these values appear to be most sensitive, SWAT will be used in a later phase to quantify these 
values more accurately. Likewise, alternative load reduction target functions and criteria for 
exceedance of the environmental standard will be integrated in the modeling tool.  
     Although the case study considered in this paper is a simple one, it illustrates the 
importance of designing policies that account for the cost implications of different strategies. 
When considering the fact that the number of possible implementation schemes increases as 
the size of the watershed and the number of variables increases, the use of an optimization 
algorithm for river basin management is essential. 
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Abstract 
 
     In recent years watershed scale hydrologic models have been developed to assess the 
environmental conditions of watersheds and evaluate the impacts of Best Management 
Practice (BMP) implementation.  In this study, the Soil and Water Assessment Tool (SWAT) 
is used to simulate the impact of BMP implementation on downstream sediment yields for the 
136 km2 Lake Creek Watershed in southwestern Oklahoma, USA, under dry, average, and 
wet climatic conditions.  Changes in cultivated crops from winter wheat, sorghum-wheat, and 
peanut-wheat to Bermuda grass located in the uppermost portion of the watershed are 
implemented at BMP levels representing the most erodible 2.5%, 5.0%, and 7.5% of the total 
watershed area.  Resultant changes in sediment yield are then simulated at three locations 
downstream of the proposed conversions.  Of the three types of cropping system conversions 
simulated by the model, test results show that the largest percent reductions in sediment occur 
for a change from winter wheat to Bermuda, followed by changes from sorghum-wheat, and 
then peanut-wheat to Bermuda.  Under average climatic conditions for the Lake Creek 
Watershed, BMP implementation on the most erodible 2.5% of land area resulted in a 15.1%, 
9.2%, and 6.7% reduction in sediment yield for wheat, sorghum-wheat, and peanut-wheat, 
respectively.  Sediment reductions were most pronounced in the upper reaches of the 
watershed and became increasingly less pronounced further downstream, due to the 
dampening effect of averaging sediment yields from larger, contributing watershed areas.  At 
the 5.0% BMP implementation level, sediment reduction for the conversion of wheat to 
Bermuda under average climatic conditions was 49.3%, 36.5%, and 23.2% for contributing 
watershed areas of 36.5%, 62.6%, and 100%, respectively.  Simulation results suggest that 
the impact of decadal scale variations in precipitation is minimal on percent sediment 
reductions for the three cropping systems.  This investigation provides preliminary 
information that quantifies the relative changes in sediment yield that would be expected to 
occur downstream if conservation practices were implemented in the erodible, upper areas of 
the watershed.   
 
Introduction 
 
     For many decades flooding, erosion, sedimentation, and the movement of pollutants from 
agricultural chemicals have contributed to environmental degradation of agricultural lands 
and streams throughout the United States.  Pollutant loadings to streams and waters that drain 
agricultural lands are increasingly a cause for concern to both human and aquatic health.  In 
response to non-point source (NPS) pollution from agricultural areas, government 
regulations, such as the Clean Water Act of 1972, have lead to a growing emphasis on NPS 
pollution control (Veith et al., 2003).  Implementation of conservation practices associated 
with agricultural production represents one method of eliminating or sufficiently reducing 
NPS pollution to meet water quality criteria.  Such practices that substantially reduce material 
losses of soil, nutrients, and pesticides from farm fields or ranches help to reduce pollutant 
loadings to streams and often provide enhanced wildlife and aquatic habitat.     
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     In this study, a cursory investigation is conducted to determine the watershed scale impact 
of implementing a particular conservation practice on downstream sediment yields.  
Hypothetical changes in cultivated crops from winter wheat, sorghum-wheat, and peanut-
wheat to Bermuda grass in the uppermost portions of the watershed are implemented at three 
Best Management Practice (BMP) levels.  Resultant changes in sediment yield are simulated 
with the Soil and Water Assessment Tool (SWAT) at three locations downstream of the 
proposed changes.  The setting for the study is a 136 km2 drainage of the USDA ARS Ft. 
Cobb Watershed referred to as the Lake Creek subwatershed located in southwestern 
Oklahoma, USA.  This investigation provides preliminary information that quantifies the 
relative changes in sediment yield that would be expected to occur downstream if 
conservation practices were implemented in the erodible, upper areas of the watershed.   
 
Methodology 
 
Test Watershed 
     The Lake Creek Watershed is located about 150 kilometers southwest of Oklahoma City, 
OK, USA, and drains an area of 136 km2 (Figure 1).  The climate in the region is sub-humid 
to semi-arid with an average annual precipitation of about 770 mm.  Topography of the 
watershed is characterized by gently to moderately rolling hills, and the soil types primarily 
consist of silty loams, loams, fine sandy loams, and sandy loams.  Land use types include 
rangeland/pasture (47%), winter wheat (19%), miscellaneous dry land crops (19%), irrigated 
crops (14%), and forest (1%).  Agricultural practices in the watershed during the past few 
decades have contributed to excessive sediment, nitrogen, and phosphorous loadings to Lake 
Creek which in turn drains into Ft. Cobb Reservoir immediately to the south.  Portions of the 
channel are 303(d) listed as impaired by the Oklahoma Dept. of Environmental Quality. 
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Figure 1. Location of Lake Creek Watershed and the respective subwatersheds and 
subbasins. 

 
Model Description and Data Input 
 
     The Soil and Water Assessment Tool (SWAT) (Arnold et al, 1998) was used to simulate 
streamflow and sediment responses from the Lake Creek Watershed.  For this study, the SCS 
runoff curve number method was used to estimate surface runoff from precipitation, with 
adjustments made to the curve number during simulation to reflect changes in moisture 
conditions on the watershed.  Evapotranspiration in the model was computed using the 
Hargreaves (1975) method, and the variable storage method was used to route flows 
throughout the watershed. 
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     The 2003 version of SWAT includes a multi-objective, automated calibration procedure 
that was developed by Van Griensven and Bauwens (2003).  The calibration procedure is 
based on the shuffled complex evolution algorithm that allows for the calibration of model 
parameters based on a single function.  For multi-objective calibrations, this function 
represents the global optimization criterion, which is an aggregation of several objective 
functions (Van Griensven and Bauwens, 2003). Eleven parameters that govern streamflow 
were calibrated in SWAT using the sum of squares of residuals optimization function in the 
autocalibration tool.  

 
Model Calibration 
 

     The Lake Creek Watershed was subdivided into 24 subbasins and 175 hydrologic 
response units (HRUs) (Figure1).  In addition to pasture, wooded, and miscellaneous land use 
types, three types of cropping systems were simulated on the watershed.  These cultivated 
crops included winter wheat for grain, irrigated sorghum-wheat, and irrigated peanut-wheat.  
They are herein referred to as wheat, sorghum-wheat, and peanut-wheat.  The management 
operations schedule and Universal Soil Loss Equation (USLE) Practice P and minimum 
cover-management C factors simulated by SWAT for these crops were obtained from data 
reported by Storm et al. (2003) for the Ft. Cobb Watershed.  The management operations 
schedule for the three cropping systems is presented in Table 1.  The USLE P factor for each 
cropping system was 0.8, and USLE minimum C factors were 0.07, 0.18, and 0.10 for wheat, 
peanuts, and sorghum, respectively (Storm et al., 2003).  For pasture, Bermuda grass, forest, 
corn, and alfalfa, USLE P factors were set equal to 1.0, 1.0, 1.0, 0.8, and 0.8, respectively.  
Default values in SWAT were selected for the USLE minimum C factors for these five land 
cover types.  USLE P and C factors were the only two parameters in SWAT that were 
adjusted to account for the impact of crop and management conditions on soil erosion in the 
model.  For this preliminary investigation, the impact of channel processes on erosion was 
not considered.       
     Data from five continuous precipitation recording rain gages and a streamgage on the 
watershed were used to calibrate the streamflow response of the model for a four year period 
of record from 1974 to 1977. The autocalibration tool in SWAT was used to calibrate 11 
parameters in the model that govern streamflow response.  These parameters included three, 
six, and two parameters that primarily govern surface, subsurface, and basin response in the 
model, respectively.  Initial lower and upper default and final calibrated values are presented 
in Table 2a.  As noted in the table, values for the SCS runoff curve number (CN2) and 
available soil water capacity (SOL_AWC) are expressed as a percent change from the default 
values.  Since SOL_AWC and CN2 were calibrated for each HRU, the calibrated data set 
consists of a multitude of values for these two parameters.  Default and calibrated values for 
SOL_AWC for each soil type on the Lake Creek Watershed are listed in Table 2b.  For 
brevity, only the default and calibrated values for CN2 for the land cover types on the Pond 
Creek soil are shown in the table.  Results of the model simulation show that SWAT 
estimated annual streamflow within + 20% for three out of the four years of record; the 
computed monthly coefficient of efficiency value was 0.79.  Contributions of baseflow to 
total streamflow were 36% for both the 1974 to 1977 measured and simulated response.        
 
BMP Implementation and Treatment Simulations  
 
     To compare the effect of BMP implementation on contributing watershed area, the Lake 
Creek Watershed was divided into three subwatersheds, designated as subwatershed A (49.6 
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km2), subwatershed B (85.2 km2), and subwatershed C (136 km2) (Figure 1).  An available 
precipitation period of record from 1963 to 1992 was used to assess the impact of BMP 
implementation under decadal scale variations in precipitation.   
 
Table 1.  Management operations schedule used in SWAT. 

 
 
This period of record was divided into three periods:  a dryer than average period (1963 to 
1972), a near average period (1973-1982), and a wetter than average period (1983 to 1992).  
For the Lake Creek Watershed (subwatershed C), the average annual precipitation for these 
three periods was 628, 771, and 896 mm, respectively (Table 3).  Based on a 30-year average 
of precipitation equal to 770 mm, the dry, average, and wet periods specified on Lake Creek 
represent departures from the norm of about -16%, 0%, and +18%, respectively.  Simulation 
results show that for existing land cover conditions, average annual runoff for subwatershed 
C was 27.4, 54.2, and 84.9 mm under dry, average, and wet climatic conditions, respectively 
(Table 3).  Therefore, runoff was about two and three times greater, respectively, under 
average and wet climatic conditions than under dry conditions.  Under dry, average, and wet 
climatic conditions, average annual sediment yield for subwatershed C was 1.6, 3.5 and 4.0 
Tonnes/ha, respectively, where the yields under average and wet climatic conditions were 
about 2.2 and 2.5 times greater than those under dry conditions.   
     Within Lake Creek subwatershed A, the most erodible cultivated HRUs delineated by 
SWAT were identified and ranked.  These HRUs were then summed to determine the most 
erodible 340, 680, and 1,020 ha within subwatershed A that represent arbitrarily chosen 
percentages equal to 2.5%, 5.0%, and 7.5% of the total area of the Lake Creek Watershed, 
respectively.   
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Table 2a.  Parameter values calibrated in SWAT using the autocalibration tool. 

 
 
Table 2b.  Default and calibrated values of SOL_AWC for each soil type and CN2 for 
various land cover types on the Pond Creek Soil. 

 
 
 
Table 3.  Measured average annual precipitation and simulated average annual runoff 
and sediment yield for existing land use conditions on Lake Creek subwatersheds A, B, 
and C under dry, average, and wet climatic conditions. 
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Model simulations were performed that assigned these most erodible tracts to a given 
cropping system.  The model was then rerun with the BMP conversions, and percent 
reductions in runoff and sediment yield were noted.  Table 4 illustrates the percent of cover 
for each of the subbasins in subwatershed A under current conditions and the percent changes 
in winter wheat to Bermuda grass at the 2.5% BMP level.   
 
Table 4.  Percent of land cover for each subbasin in subwatershed A under current 
conditions and a 2.5% BMP implementation of winter wheat to Bermuda grass. 

 
 
Results and Discussion 
 
     Percent reductions in sediment yield as a result of BMP implementation at 2.5%, 5.0%, 
and 7.5% levels for each of the three cropping systems are presented in Table 5.  Listed in the 
table are changes in sediment that would be expected to occur for subwatersheds A, B, and C 
under dry, average, and wet climatic conditions.  On a unit area basis, the greatest impact of 
the fraction of cultivated land that was converted to Bermuda grass was at the 2.5% BMP 
implementation level, with incrementally smaller impacts at the 5.0% and 7.5% levels.  Of 
the three types of cropping system conversions simulated by the model, test results show that 
the largest percent reductions in sediment occur for a change in wheat to Bermuda.  This 
larger impact on the winter wheat system is mainly attributed to the conversion of summer 
fallow conditions to permanent grass.  Under average climatic conditions for subwatershed C, 
a 2.5% BMP implementation results in a 15.1%, 9.2%, and 6.7% reduction in sediment for 
wheat, sorghum-wheat, and peanut-wheat, respectively.  Conversion of wheat to Bermuda 
also brought about the greatest reductions in sediment at the 5.0% and 7.5% BMP levels, 
when compared to the sorghum-wheat and peanut-wheat conversions (Table 5).  Differences 
in reductions in sediment among the three cropping systems as a result of BMP 
implementation reflect changes in runoff amounts and USLE C factors that vary seasonally 
due to differences in land management practices for each system.  
     Test results show that the impact of decadal scale variations in precipitation was minimal 
on percent sediment reductions among the three cropping systems.  In most cases, differences 
in variation in sediment reduction under dry, average, and wet climatic conditions were not 
appreciable at the 2.5% BMP level and only slightly more pronounced at the 7.5% level.  For 
wheat conversion on subwatershed B, for example, reductions in sediment load at the 2.5% 
level were 25.0%, 23.2%, and 22.7% (range of 2.3%) under dry, average, and wet climatic 
conditions, respectively.  For these same climatic conditions at the 7.5% BMP level, these 
reductions were 53.3%, 49.3%, and 47.5%, respectively, representing a range of 5.8%.               
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Among the three types of cultivated crops, the impact of BMP implementation was somewhat 
more evident under dry climatic conditions than average or wet conditions for the wheat and 
sorghum-wheat cropping systems.  For cultivated peanut-wheat, the opposite response was 
observed.  Although not substantiated, these differences in sediment reductions due to 
varying climatic conditions were mainly attributed to differences in the integrated effects of 
seasonal precipitation and management practices (e.g., the timing of planting, tillage and 
harvest) among the three cropping systems. 
 
Table 5.  Percent reductions in sediment yield on subwatersheds A, B, and C as a result 
of BMP implementation at 2.5%, 5.0%, and 7.5% levels for each of the three cropping 
systems under varying climatic conditions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
     Percent reduction in sediment yield for wheat conversion to Bermuda grass under average 
climatic conditions was plotted against contributing watershed area, and is shown in Figure 2.   
The figure illustrates the impact of BMP implementation on changes in downstream sediment 
yield for subwatershed A and subwatersheds B and C further downstream.  Not surprisingly, 
sediment reductions are most pronounced on subwatershed A, and became increasingly less 
pronounced downstream, due to the dampening effect of averaging sediment yields from 
larger, contributing watershed areas.  At the 5.0% BMP implementation level, sediment 
reduction for the conversion of wheat to Bermuda under average climatic conditions is 
49.3%, 36.5%, and 23.2% for contributing watershed areas of 36.5% (subwatershed A), 
62.6% (subwatershed B), and 100% (subwatershed C), respectively.  This same trend was 
also exhibited at the other BMP levels for the sorghum-wheat and peanut-wheat cropping 
systems under varying climatic conditions.  Although BMPs could also be placed at lower 
portions of Lake Creek in subwatersheds B or C, preliminary testing showed that resulting 
sediment reductions at subwatershed C would not be appreciably different from those 
obtained with the BMPs located in subwatershed A.  This is because topographic and soil 
factors that contribute to erosion on subwatersheds B and C are smaller than those existing in 
subwatershed A.   
     Model simulations performed in this study consisted of BMP conversion of a single 
selection of one of the three cropping systems to Bermuda grass.  Under actual field 
conditions, BMP implementation would likely consist of various combinations of cultivated 
crops being converted to Bermuda grass.  Based on the results of model simulations 
performed in this study with BMP implementation in subwatershed A under average climatic 
conditions, sediment yield reductions for Lake Creek (subwatershed C) at the 2.5%, 5.0%, 
and 7.5% level would be expected to range from about 7% to 15%, 10% to 24%, and 14% to 
32%, respectively. 
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Figure 2. Impact of conversion of wheat to Bermuda grass BMP implementation on 
subwatersheds A, B, and C under average climatic conditions. 
 
Summary and Conclusions 
 
     In this investigation, the Soil and Water Assessment Tool was used to simulate the impact 
of BMPs on downstream sediment yields for the USDA ARS Lake Creek Watershed in 
southwestern Oklahoma, USA.  Changes in cultivated crops from winter wheat, sorghum-
wheat, and peanut-wheat to Bermuda grass in the uppermost portions of the watershed were 
implemented at three BMP levels, and resultant changes in sediment yield were simulated at 
three locations downstream of the proposed changes.  Of the three types of cropping system 
conversions simulated by the model, test results show that the largest percent reductions in 
sediment occurred for a change in wheat to Bermuda, followed by changes in sorghum-wheat 
and then peanut-wheat.  Sediment reductions were strongest in the upper reaches of the 
watershed and became increasingly less pronounced further downstream, due to the 
dampening effect of averaging sediment yields from larger, contributing watershed areas.  
This investigation provides preliminary information that quantifies the relative changes in 
sediment yield that would be expected to occur downstream if conservation practices were 
implemented in the erodible, upper areas of the watershed.  Further studies are needed to 
evaluate the impacts of other types of BMPs such as minimum or no till treatments, riparian 
buffers, and restricted grazing in riparian corridors.     
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Abstract 
 
     A large number of SWAT applications over the past decade have involved modeling of 
nutrients and sediment, often in support of developing best management practices to reduce 
the loading of these non-point source pollutants. Recently, in the United States, there has 
been an increased interest in applying SWAT to assess levels of exposure to agricultural 
pesticides. Modeling pesticide exposure presents unique challenges that are not often 
encountered when modeling nutrient or sediment loads. These challenges arise because 
evaluating pesticide exposure requires an assessment of the frequency and magnitude of 
short duration peak events, as opposed to the assessment of longer duration load totals that is 
typical for nutrients and sediment. Modeling short duration peak events requires more 
precise data concerning the pesticide application parameters of timing, rate, and area of 
application. Customized model data input procedures were created to accommodate the 
more rigorous input requirements of modeling pesticides to evaluate exposure and the 
effects of best management practices. Two different applications will be discussed, one in 
which spatially distributed daily pesticide application input data was available, and one in 
which daily pesticide application data was inferred from more general crop planting data. In 
both cases, capturing the temporal and spatial variability of pesticide applications required a 
sub-HRU approach that was flexible enough to allow subbasin-dependent HRU splitting. 
This presentation will consider the strategies used to develop the complex HRU and 
management schemes required for pesticide modeling through a review of the results from 
several model applications. 
 
Introduction 
 
     Models that simulate agricultural pesticide exposure at the watershed scale must be able 
to adequately predict both the duration and magnitude of peak pesticide concentrations in 
surface waters. Both human health risks and ecological health risks are gauged at least 
partially on an acute exposure over durations of one day or less. In order to predict pesticide 
concentrations at these time scales, accurate assumptions concerning the pesticide 
application practices throughout the watershed must be made. The critical characteristics of 
pesticide applications that must be estimated for input into a watershed scale model include 
the application locations, application rates, and application timing. If these characteristics 
are poorly estimated, the calibration of the model will be extremely difficult and will suffer 
from bias in the inputs. As a result, the predictions will not be representative of “real world” 
conditions. 
     There are several types of challenges associated with accurately modeling pesticide 
application practices within SWAT. Among these are two that broadly involve the practical 
use of available data. The first set of challenges is associated with the raw data available to 
construct the SWAT management file inputs, and the second set of challenges concerns 
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developing the SWAT model structure to handle the complex management scenarios 
associated with pesticide applications. 
     In the United States, the state of California is unique in its collection and distribution of 
pesticide application data. The California Department of Pesticide Regulation collects data 
on the date, acreage, and application rate of every pesticide application at a one square mile 
resolution. These one square mile areas are called sections. This high-resolution data allows 
very accurate, very detailed pesticide application inputs to be developed. However, for the 
remainder of the United States, and a large part of the remainder of the world, this level of 
data is unavailable. For example, in other parts of the U.S., pesticide application data can be 
obtained at the county level (xx square miles). The challenge then becomes estimating 
where, within that county area, a pesticide application occurred. This is particularly 
important when modeling subbasins that only partially intersect an entire county. Figure 1 
shows an example of county-level pesticide data overlaid with watershed boundaries and 
crop locations. It is clear that the actual application location within a county will determine 
which subbasin receives the pesticide. The other aspect of pesticide applications that is 
perhaps even more difficult to estimate is application timing. Unlike California, where 
pesticide applications are recorded on a daily time-step, most other regions of the U.S. only 
report annual pesticide application acreage and pounds applied. The actual dates when those 
applications occurred must be inferred from characteristics of when those applications occur 
during the lifecycle of the crop. Figure 2 shows an example of how pesticide applications 
can vary within a single application season. Daily diazinon applications for two subbasins in 
California are plotted along with a single point for each subbasin, representing an equivalent 
single pesticide application in the subbasin, occurring in the middle of the application 
season. Daily rainfall data is also plotted in Figure 2. The timing of model application inputs 
relative to rainfall events will have a huge impact of the predicted concentrations and 
parameter calibration. The vast majority of modeling applications would not have observed 
daily application as depicted in Figure 2, but would need to rely on raw data similar to the 
single application points. The uncertainty in both the spatial and temporal patterns in 
pesticide applications present one of the greatest challenges in watershed scale modeling of 
pesticides. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Pesticide application      Figure 2. Pesticide application  
uncertainty (spatial).       uncertainty (timing). 
 
     The second set of challenges in modeling pesticides with SWAT is developing the model 
structure and input files to accommodate these complex management practices. Whether 
using high-resolution or low-resolution datasets to develop SWAT management operations, 
a model structure which is more complex than a single HRU for each crop/soil combination 
is required. In addition, methods for efficiently constructing the SWAT management tables 
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(.mgt1 and .mgt2) for large numbers of subbasins and HRUs (outside of the AV-SWAT2000 
interface) are necessary.  
     The remainder of this paper will discuss strategies for working with both high-resolution 
and low-resolution pesticide-use data. Two case studies will be used to illustrate techniques 
for working with these different types of data. The first case study will focus on a SWAT 
model application for diazinon in California where daily pesticide application data at a one 
square mile resolution was used to develop a daily time series of pesticide applications for 
each HRU. The second case study will discuss a SWAT model application for a pesticide in 
the Midwestern U.S where county-level annual pesticide-use data was used to develop 
application scenarios based on both crop planting date patterns and accumulated heat units. 
The precise study location and pesticide for the Midwestern study are confidential and will 
remain anonymous throughout this paper. 
 
Methodology 
 
     The objective of any SWAT model pesticide application is to simulate the pesticide 
application location, area, amount, and timing as closely as possible to what can be inferred 
from the observed data. This observed data may be a combination of pesticide-use 
information and cropping practices, such as planting dates. In most cases, this will require 
creating sub-HRUs in SWAT. Sub-HRUs are created by splitting HRUs that have a common 
crop and soil type into sub-units for which different management operations can be 
performed. Each sub-HRU can represent a different percentage of the crop/soil area within a 
given subbasin. This allows a pesticide application to occur on only a fraction of a particular 
crop area within any given subbasin, and allows subsequent applications to occur on 
different dates. An example of this sub-HRU concept is shown schematically in Figure 3. 
 
 
 
 
  
 
 
 
 
 
 
 
Figure 3. Creation of sub-HRUs to allow distributed pesticide applications within a 
subbasin. 
 
     In Figure 3, one subbasin is shown. Within that subbasin, three soils are present: Soil A, 
Soil B, and Soil C. Corn (shown as a shaded area within each soil) represents a significant 
portion of this subbasin. Instead of having only three corn HRUs within this subbasin (one 
for each soil), this subbasin has been split up to have 30 corn sub-HRUs (10 for each soil). 
Each corn sub-HRU can be equal or have varying percentages of the total corn area for a 
given soil. The type of scheme illustrated in Figure 3 offers great flexibility in how 
management operations are constructed within a subbasin. Of course, the drawback is the 
increase in the number of total HRUs in the model and the resulting increase in model 
processing time. This generic HRU framework will be adopted for both the high-resolution 
and low-resolution case study examples that are discussed in the following sections. 
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Case Study: Daily Pesticide Use Data in California 
     A SWAT model was developed to model diazinon concentrations in surface waters 
within the Feather River Watershed. The Feather River, in northern California, drains 
approximately 6,000 square miles and is a tributary to the Sacramento River. Much of the 
watershed falls in the Sierra Nevada Mountains and foothills, with only the lower portion of 
the watershed containing agricultural land uses. Diazinon is applied as a dormant season 
spray to orchard crops (almonds, walnuts, peaches, pears, prunes, and apples), typically 
during the months of January through March. The primary mechanism by which diazinon 
enters surface waters is through surface runoff. SWAT was applied only to the lower 
agricultural portion of the watershed. Observed inflows from streamflow gages representing 
the flow contributions from the headwaters were used as inputs to the model to properly 
simulate the flow in the downstream reaches. The objective of the modeling exercise was to 
simulate daily diazinon concentrations at numerous stream reaches throughout the watershed 
in order to estimate the exceedance frequency above target concentration levels being 
developed as part of a TMDL (total maximum daily load).  
     Daily pesticide use data at a one square mile resolution was used to construct daily time 
series of pesticide applications for each HRU within the SWAT model. The pesticide-use 
data was obtained from the California Department of Pesticide Regulation Pesticide Use 
Record (PUR) database for the years 1993 through 2001. The PUR database contains the 
acreage, pounds, crop, and location for each pesticide application. The spatial resolution of 
this pesticide-use data (hereafter referred to as PUR sections) relative to the size of the 
subbasins for a portion of the Feather River Watershed is shown in Figure 4. In general, the 
PUR sections are smaller than the size of a subbasin, but often are split between multiple 
subbasins. 
     The observed pesticide concentration data available for model calibration was limited to 
scattered storm events at eight locations throughout the watershed. The number of 
observations at these locations ranged from only two to as many as 100 for the period from 
1993 through 2001. The number of actual diazinon detections ranged from 0 to 41. This 
represents a relatively small quantity of data for calibrating SWAT for daily chemical 
concentration predictions. Given observed data for only a limited number of storm events, 
misrepresentation of diazinon application practices could drastically effect the simulations 
and impact the ability to accurately calibrate the model. For this reason, an approach for 
structuring HRUs and management operations was designed to maintain as closely as 
possible the actual application areas, rates, and timing indicated by the PUR database. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Diazinon use resolution and subbasins in the Feather River Watershed. 
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     The first step in developing daily time series of pesticide applications for each HRU was 
to develop an HRU structure in SWAT that would accommodate a high level of detail in 
pesticide application inputs. A primary objective was to preserve the observed acreage and 
timing of pesticide applications as much as possible. To accomplish this, a sub-HRU scheme 
was developed that allowed any possible integer combination of orchard crop percentages 
within a subbasin to receive an application on any given day. This sub-HRU structure split 
any orchard HRU into 10 sub-HRUs representing various percentages of the total orchard 
HRU. These percentages are shown in Table 1. 
 
Table 1. Orchard sub-HRU percentages of total orchard HRU area. 
Sub-
HRU 

ORC
0 

ORC
1 

ORC
2 

ORC
3 

ORC4 ORC5 ORC6 ORC7 ORC8 ORC9 

% of 
HRU 

1% 2% 3% 4% 5% 5% 10% 20% 20% 30% 

 
 
     The second step was to determine the percentage of orchard crops within each subbasin 
receiving an application on a given day, and the application rate for that day. This is largely 
a GIS operation that involves spatial unioning of the boundaries of SWAT subbasins, land 
use, and PUR sections. This allowed calculation of the contributions of the applications from 
each PUR section to be allocated to the proper subbasin and land use. Combining the GIS 
analysis with the data in the PUR database, a table similar to Table 2 was created for each 
subbasin. The sub-HRUs that correspond to the observed percentage of orchards treated are 
also shown in this table. A script was written to automatically calculate which sub-HRUs 
should receive pesticide on a given day to attain the proper percentage of orchards treated in 
the subbasin. 
 
Table 2. Pesticide application data table.  
Subbasin Date Orchard Acres 

Treated (%) 
Application 
Rate (kg/ha) 

Sub-HRUs 
Treated 

1 1/10/1993 1 1.5 ORC0 
1 1/12/1993 5 1.74 ORC4 
1 1/23/1993 10 1.85 ORC6 
1 1/28/1993 23 1.45 ORC2, ORC7 
1 2/10/1993 4 1.78 ORC3 
1 2/26/1993 2 1.55 ORC1 
1 3/5/19993 15 1.43 ORC5, ORC6 
 
     The final step was to develop a process to take the information from the pesticide 
application data table and to create SWAT management operations. A combination of VBA 
scripts and MS Access SQL operations were developed to update the SWAT mgt1.dbf and 
mgt2.dbf dBase tables. Once the dBase tables were updated, the ArcView Avenue scripts 
from the AV-SWAT interface were run to generate the SWAT .mgt text input files. This 
semi-automated process for populating the management input files was significantly more 
efficient than inputting thousands of management operations by hand through the AV-SWAT 
interface. 
 
Case Study: Annual Pesticide Use Data in the Midwest U.S. 
     A SWAT model was developed to simulate daily pesticide concentrations in a small (< 
200 mi2) agricultural watershed in the Midwestern United States. One objective of the 
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modeling exercise was to assess the impacts of different assumptions concerning pesticide 
applications on the frequency, duration, and magnitude of peak pesticide concentrations. The 
pesticide modeled is most commonly applied at planting. 
     Pesticide-use data for the study area was available at county-level spatial resolution and 
an annual time-step. The data included annual acres of crop treated and pounds of pesticide 
applied for each county in the region from 1998 through 2002. Pesticide-use data prior to 
1998 were estimated based on the 1998 data. The hypothesis prior to this study was that 
making gross assumptions on the timing of pesticide applications would result in simulations 
that do not closely follow reality. The coarse resolution (both spatial and temporal) of the 
raw pesticide-use data required that some additional manipulation of the data be performed 
to construct a pesticide application scenario that results in reasonable model predictions. 
Two different approaches were evaluated. The first approach used state-level weekly crop 
planting data, and the second approach used the heat unit scheduling in SWAT to generate 
pesticide application timing.  
     In both the planting data and heat unit approaches, the first step was to calculate a 
subbasin-average pesticide application rate for the crop HRUs of interest. This process is 
primarily a GIS operation involving the union of county-level application data, subbasin 
boundaries, and the integration of remotely sensed land cover data to calculate the 
contribution of pesticide use from each county to the crop areas of each SWAT subbasin. 
The details of these operations are not discussed further in this paper. 
     The crop planting date approach used a sub-HRU strategy to split the HRUs for the crop 
of interest into 10 sub-HRUs each representing 10% of the total crop HRU area. The crop 
planting data contained the date and percent of crop planted on a weekly time-step for the 
entire planting season.  The sub-HRU strategy allowed additional sub-HRUs to receive 
pesticide applications as the data indicated additional crops were being planted. Table 3 
shows an example of this weekly planting data and which sub-HRUs would receive an 
application at certain times during the season.  
 
Table 3. Crop plating date based pesticide applications. 
Date % Planted Sub-HRUs 

Treated 
4/19/1992 2  
4/26/1992 4  
5/3/1992 20 CRP0, CRP1 
5/10/1992 72 CRP2 – CRP6 
5/17/1992 98 CRP7, CRP8 
5/24/1992 100 CRP9 
 
     The planting date data available was at the state level. The assumption was made that the 
state planting data statistics applied for the study watersheds. There was no variability in the 
planting dates across the various subbasins in the SWAT model, so pesticide application 
dates were uniform as well. The data presented in Table 3 was then translated to SWAT 
model management operations in the mgt1.dbf and mgt2.dbf. 
     The heat unit approach used the same sub-HRU strategy as the planting date approach 
(i.e., each target crop HRU was split into 10 sub-HRUs). However, instead of using the 
state-level crop planting dates, a distribution of fraction of potential heat unit values were 
used to represent when additional percentages of the crop would be planted and receive an 
application. Table 4 summarizes the heat unit distribution used to represent pesticide 
application scheduling and the corresponding sub-HRUs receiving applications. The shape 
of this distribution was adjusted during calibration.  
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Table 4. Heat unit based pesticide applications. 
Fraction of Potential Heat 
Units 

% 
Treated 

Sub-HRUs 
Treated 

0.05 10 CRP0 
0.075 20 CRP1, CRP2 
0.10 40 CRP3 – CRP6 
0.125 20 CRP7, CRP8 
0.15 10 CRP9 
 
     There were two reasons for investigating this approach. First, the state-level crop planting 
dates may not be representative of the planting dates in the region where the study 
watersheds are located. Second, there may be regions where local or even regional planting 
dates are unavailable. In these situations, the distributed heat unit scheduling approach may 
represent a viable option. The actual dates at which the pesticide applications occur will vary 
from subbasin to subbasin if the weather data and resulting growing conditions vary across 
subbasins. The data presented in Table 4 was translated to SWAT model management 
operations in the mgt1.dbf and mgt2.dbf. 
 
Results and Discussion 
 
     The methods for developing HRU structures and pesticide application schemes for both 
high-resolution and low-resolution pesticide-use data were applied to the California and 
Midwestern U.S. study areas, respectively. The modeling results of each of these case 
studies will be presented and discussed in the following sections. 
 
Case Study: Daily Pesticide-Use Data in California 
     SWAT was run for the Feather River Watershed using a daily diazinon application time 
series for each of the 177 subbasins for the period spanning 1993 through 2001. The process 
for the development of these time series was presented in the Methodology section of this 
paper. The model was calibrated first for streamflow, then for diazinon concentrations. 
Streamflow calibration focused on two unregulated catchments within the Feather River 
Watershed to obtain general parameter adjustments that were then applied to the remainder 
of the subbasins. Several mainstem gages were used to calibrate the routing parameters. The 
diazinon concentration calibration considered storm-event monitoring data at approximately 
eight sites. Most of the sites had data available for only one year. The results of this 
calibration are shown for several sites in Figure 5. The first graph on the left represents Jack 
Slough at Doc Adams, a small agricultural drainage. The graph on the right represents the 
mainstem Feather River at Yuba City. 
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Figure 5. Observed vs. predicted diazinon concentrations, Jack Slough at Doc Adams 
and Feather River at Yuba City. 
 
     The results shown in Figure 5 indicate a strong match of the timing, duration, and 
magnitude of the peak diazinon concentrations for both Jack Slough and the mainstem 
Feather River. There are some small events that are not well simulated by the model, such as 
the February 22, 2000 event on Jack Slough and the January 5, 1994 event on the Feather 
River. Some of those errors are likely a result of hydrologic simulation errors. Nevertheless, 
it appears that the rigorous treatment of the PUR database to develop complex HRU 
management scenarios has resulted in a model that appropriately simulated the frequency, 
magnitude, and duration of diazinon peaks in this watershed. 
 
Case Study: Annual Pesticide-Use Data in the Midwest U.S. 
     SWAT was run for the Midwestern watershed for a period spanning 1991 through 2002. 
For this application, the model was run based on the “best estimate” parameters that could 
be obtained from all available datasets, and was not fully calibrated. The objective was to 
evaluate the performance of SWAT using the various pesticide application scenarios, 
assuming that hydrologic and chemical parameters were estimated only based on best 
available data sources and not through calibration.  
     Figure 6 shows the results of the planting date pesticide application timing approach for 
two different application seasons. In addition to the weekly planting date approach (resulting 
in distributed applications) a simplified, single pesticide application run is presented for 
comparison. In general, the peak magnitudes and durations are modeled acceptably using the 
distributed application approach. The single application approach results in peaks that are 
too high and does not capture the frequency of significant peaks as well as the distributed 
approach.  
 
 
 
 
 
 
 
 
 
 
 
 



3rd International SWAT Conference 

 367

 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Observed vs. predicted concentrations; planting date scenarios. 
 
     Figure 7 shows the results of the distributed heat unit based application timing approach 
for the same two application seasons. Once again, a simplified, single application run (based 
on just a single heat unit threshold) is shown for comparison. As with the planting data 
approach, the distributed heat unit method results in pesticide concentrations peaks that are 
within a reasonable range of the observed concentrations. The advantage of distributing the 
pesticide applications over a range of heat units is evident based on the significant over 
prediction that occurs when only a single heat unit value is used to schedule applications.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Observed vs. predicted concentrations; heat unit scenarios. 
 
      A final comparison was made directly between the planting date based approach and the 
heat unit based approach. This comparison is shown in Figure 8. In the first season, the heat 
unit approach appears to estimate that pesticide applications occur too early in the season, as 
indicated by the high early peaks. In the second season, the planting data approach may 
lump too many applications right before the large event that occurs in mid-June. Based upon 
the analysis performed in this study, it is difficult to determine which method produces the 
most reliable pesticide application scenarios, since in some seasons the heat unit approach 
performs better and in others, the planting date approach performs better. Nevertheless, if 
pesticide applications can be closely linked to a specific time during the crop lifecycle (e.g., 
planting), and observed crop planting (or other lifecycle milestone) data is available at a 
local level, then the recommendation would be to use this source of data for estimating 
pesticide applications. The heat unit approach is a viable option, but will likely require some 
calibration to obtain the proper distribution of heat unit thresholds for applications. 
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Figure 8. Observed vs. predicted concentrations; planting date and heat unit scenarios. 
 
 
Conclusions 
 
     Modeling agricultural pesticides at the watershed scale can be complicated due to model 
input requirements and data availability for calibration. These complications are driven by 
the objectives of most pesticide modeling efforts, which require that the pesticide 
concentration peak magnitude, duration, and frequency be accurately simulated. These 
characteristics of concentration peaks depend significantly on the spatial and temporal 
variability in the pesticide applications throughout the watershed. Obtaining pesticide-use 
data that accurately represents the distribution of applications within a watershed is very 
difficult. Even for the limited areas of the world that have accurate, high-resolution 
pesticide-use data available, compiling those data into a format useable by watershed 
simulation models is not trivial. This paper focused on strategies for developing pesticide 
application scenarios, specifically for input to SWAT management operations, using both 
high-resolution and low-resolution pesticide-use data.  
     The most critical strategy when modeling pesticides, whether using high-resolution or 
low-resolution use data, was to develop a highly distributed sub-HRU scheme for the crops 
of interest. This type of scheme allows different proportions of a crop HRU within a 
subbasin to receive pesticide applications at different times during the application season, 
spreading applications over many different days as opposed to lumping them into a single 
application. This type of scheme was shown to accurately capture the frequency and 
magnitude of diazinon concentration peaks in the Feather River Watershed in California. In 
the Midwestern U.S., two different strategies for estimating pesticide application timing 
distribution from annual pesticide use data were explored. The first was based on weekly 
crop planting dates and the second was based on a distribution of accumulated potential heat 
units. Both methods resulted in significantly better simulations than the approaches that 
lumped the pesticide applications within each subbasin into a single week or single heat unit 
threshold.  
     The methods presented required significant GIS processing to estimate subbasin-level 
pesticide application areas and rates. Furthermore, customized scripts and SQL operations 
were required to translate large tables of sub-HRU pesticide application data into SWAT 
management operations and to make proper updates to the SWAT input files. Additional 
work to further develop and refine these procedures will help to make modeling realistic 
pesticide management scenarios more effective and efficient using SWAT. 
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Abstract 
 
 Sardinian Regional Authorities, such as the Assessorato della Difesa dell’Ambiente, have 
the demanding problem of water management and protection. Targeted to their specific needs 
they use alternative applications and models for their specific tasks and little communication 
is usually achieved. Black box models, in the past, have been the most commonly used 
approach to describe the hydrological cycle. Despite their wide use, these models have shown 
severe limitations in accounting for land use and climate changes. Physically based models 
can provide better predictions because different combinations of soils and land use, within the 
basin, have a significant effect on the hydrological cycle. The variety and complexity of 
alternative environmental problems found on the island, which vary from the impact of the 
agro-zootechnical to industrial sector, have suggested that empirical models are less suitable 
to predict the environmental dynamics at the catchment scale. Regional Authorities enact 
Regional Directives to enforce different European Directives, and no absolute limits can be 
drawn to separate their alternative field of application. The Piano di Tutela delle Acque 
(PTA) Regional Directives aim to enforce water policy in terms of definition on where and 
how water resources must be used and what water protection actions need to be enforced to 
improve water quality of rivers, lagoons, groundwater, lakes etc. In this context, the 
hydrological physically based SWAT model has been chosen and applied to estimate both the 
water budget of the main catchments of the island and the impact of land management 
practices on downstream water bodies. The performance of the model has been evaluated at 
several stream flow monitoring gages against observed data.  
 
 
Introduction 
 
 Action plans to reduce diffuse and point water pollution is an enormous challenge to 
policy makers and presents an ever increasing complexity. The issue of water management, 
in fact, is interrelated with broader policy questions associated with social and economical 
development. A cross disciplinary, multisectoral approach must be adopted to collect and link 
together information that ranges from environmental models to imprecise background data in 
order to form an overview of the problem at hand. A multisectoral approach is needed to truly 
integrate river basin management through consideration of socio-economic and 
environmental aspects, through the use of modeling techniques with GIS functions, and 
multi-criteria decision aids (Giupponi et al., 2001).  
 The management of water resources is an important environmental problem in Sardinia, 
where water demand is steadily increasing and water resources are scarce (availability of 
water is a critical issue in this region, where summer water shortages are a perennial 
problem). Nutrients that enter the water are mostly from the zootechnical sector and 
agricultural land, which is, in general, the industrial sector that is still limited. Nitrate and 
phosphorous levels in water bodies, both ground and surface waters, are found to be 
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increasing and local and regional authorities are now facing this awkward environmental 
problem. The European Directives require Member States to identify areas that are thought to 
be at risk of contamination and to establish Action Programmes in order to reduce and 
prevent further contamination. Consideration of the physical processes associated with water 
movement, crop growth, and nutrient cycling can be important in evaluating the gradual build 
up of pollutants due to different land management practices on downstream water bodies (e.g. 
coastal lagoons). In this framework models can give support by identifying indicators at each 
scale that reflect critical ecosystem processes or state variables related to the integrity and 
sustainability of those ecosystems.  
 
 
Methodology 
 
Description of the DSS 
 In 2002 a Consortium made up of CRS4, TEI srl, PROGEMISA and NAUTILUS was 
created for the three year project “Piano di Tutela delle Acque” (PTA). One of the main goals 
of the project was the development of a multisectoral, integrated and operational Decision 
Support System (DSS) for Sustainable Use of Water resources at the catchment scale. 
The project had three main objectives: 

1. to collect all available information (driving forces, natural and anthropogenic 
pressures on the water systems, historical water quality information of the main 
water bodies, etc.) and design a two year monitoring campaign to gather water 
quality indicators of the main water systems of the island; 

2. to design and implement an operational decision support system for the 
management of water resources that is based on hydrologic modeling, multi-
disciplinary indicators and a multi-criteria evaluation criteria; 

3. to identify those protection actions to preserve the water quality standards of the 
water bodies of the island, and for those polluted, to plan actions to reduce 
contamination below the limits drawn by the national water directives. As a result 
of the project, the “Piano di Tutela” (PTA) regional water directives will be 
enacted.  

A series of aspects have deviated from the original objectives to what was actually realized 
during the course of the project. It is, now, clearly stated that a primary goal is to build 
relationships between local stakeholders and end users. It was actually the collaboration with 
the end users that led us to an ever-increasing consideration for the relationship between 
water management authorities and local communities, and to structuring their contribution in 
the decision process.  
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Figure 1. The DPSIR approach can be useful for organizing information that 
emphasizes cause-effect relationships designed for environmental problem solving. This 
methodological framework summarizes key information from different sectors (field 
data, models, and socio-economic analysis). Four alternative hydrological models and 
the multi-criteria decision support system (Mulino DSS) are the main modules of the 
system.  
 
 
 The specific aims of the DSS were improving the quality of decision making and 
achieving a truly integrated approach to river basin management. Although the integration of 
socio-economic and environmental modeling techniques with GIS functions and multi-
criteria decision aids was a specific requirement of the DSS, the informatics architecture has 
been developed to be modular. The DSS has been designed with stand alone tools to solve 
alternative problems. With the project half complete, PTA is undergoing a transition period in 
which the main modules, that have been chosen, developed and/or integrated with a high 
level of communication, but essentially with a great degree of independence, are beginning to 
be used in an integrated way.  
 The DPSIR conceptual framework has been developed to structure decision making 
problems by linking Drivers – Pressures – State – Impacts – Responses, thus representing a 
systemic and dynamic view of the decision context. The hydrological models are used to 
explore interactions between pressures and states. Four alternative hydrological models have 
been chosen: SWAT, the Export Coefficient Model, QUAL 2K, and Groundwater Vistas. The 
first two models (both are catchment scale models and evaluate the impacts of diffuse and 
point source pollution) differ in approach, time resolution of the input-output, and space 
discretization criteria. QUAL2K is a comprehensive and versatile stream water quality 
model. Groundwater Vistas is a Windows graphical user interface for 3-D groundwater flow 
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and transport modeling. This is a package of different groundwater models 
(MODFLOW,MT3DMS, etc.).  
 Theoretically the structuring problem requires three phases: 

1. The pressures and the state of the environment are investigated and the causal 
links identified. In this phase models can give support to identify the cause 
effect relationship; 

2. Alternative options for the environmental problem are defined and 
investigated. In this phase the decisional indicators with the use of local 
network analysis, model outputs, economic analysis, etc. are chosen; model 
results can be read directly in the multi-criteria decision support system 
(Mulino DSS (Giupponi et al., 2001). 

3. A decisional criteria is chosen. 
 
Description of the island 
 The climate of the island is Mediterranean, with long hot dry breezy summers and short 
mild rainy winters, except at high altitudes. Average annual temperatures range from 18 °C 
along the coastal belt to 14 °C inland. Precipitation is largely confined to the winter months 
and distribution is somewhat irregular, with as much as 1,300 mm/year in the highest areas 
along the east coast. The rainfall regime is typically Mediterranean, characterized by a peak 
rainfall in December, and a minimum in July, with an average value of about 780 mm/year. A 
north-westerly wind blows over the island in all seasons, particularly sweeping the west side. 
Lying in the Tyrrhenian Sea to the east, the Sardinian Sea to the west, and separated from 
Corsica to the north by the Strait of Bonifacio, Sardinia is found in the middle of the Western 
Mediterranean between 38°51'52" and 41°15'42" north latitude and 8°8' and 9°50' east 
longitude. It is one of the largest islands in the Mediterranean Sea (24,089 km2). The 
morphology of the island is the result of complex tectonic processes and volcanic activity in 
the Cenozoic era on a mass of Paleozoic rock up thrust from the sea, later severely affected 
by late Paleozoic orogenesis. The Sardinian mountains are a chaotic series of deeply eroded 
ranges, groups, plateaus and uplands, scattered in apparent disarray. Relief alternates with 
deep valleys and winding riverbeds. With the notable exception of the Campidano in Sardinia 
there are few plains, usually of small extension. Catchments range in size, topography, 
climate, socio-economic and cultural context.  
 The water courses are characteristically fast flowing, with a relatively high water volume 
in winter, reduced to a trickle in summer. The principal rivers are the Flumendosa and 
Cedrino to the east, the Mannu-Coghinas, emptying into the Gulf of Asinara, the Tirso, which 
flows into the Gulf of Oristano and the Temo which flows into the sea near Bosa and is the 
only navigable river. Their waters have been harnessed and form artificial lakes and 
reservoirs (more then 50). 
 The most important lagoons are located in the humid areas near Cagliari (S. Gilla) and 
Oristano (S. Giusta, Mistras etc.), which are among the largest wetlands in Europe. The 
waters which flow underground and appear as karst springs both in the open and in caves are 
also of great interest. Equally important are the mineral springs flowing from fractures in the 
terrain due to ancient processes of volcanism dating back to the Tertiary and Quaternary; 
these waters have therapeutic properties and are marketed in the form of mineral water.  
 The island is sparsely populated, with a density of about of 68 people/km2, which is 
slightly higher than a third of the Italian national average. The industrial sector is limited to a 
few areas of the Island. Agriculture is generally extensive with the cultivation of cereal, 
wheat, olives, etc. The zootechnical sector is predominant, with mostly cows and sheep.  
Rivers, lakes, and groundwater have been classified into homogeneous groups according to 
the concentration of contaminants of the waters with regards to the quality limits drawn by 
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the national water directives (152/99). The export coefficient model has been applied on a 
regional scale to highlight the cause-effect relationship between pressures and states.   
 The main problems found on the island are associated with an irregular precipitation 
regime and water scarcity, which affects the availability of water supplies to the main users. 
Agriculture is competing with other sectors for the use of water, rendering the management 
of water quantity and the preservation of water quality very significant issues. 

 
Figure 2. Main rivers, stream flow monitoring gages, and main catchments of the island. 
 
 
Data Availability and Climate, Soil and Land Cover Characterization  
 A large effort was needed to collect the available information concerning soils, land 
cover, land use, and climate of the island. Rather than organizing the information necessary 
for SWAT on a catchment scale, a regional scale approach was followed. In this context, a 
geographical information system (GIS) dataset was created and formatted for SWAT. The 
developed system greatly reduces GIS initializations and offers the possibility to simply rely 
on a regional framework database without being an expert user of the SWAT model.  
 For the characterization of the geo-pedologic facies of the region we referred to the soil 
vector map of Sardinia (Aru et al.,1991) and the land classification for irrigation of Sardinia 
(Arangino et al., 1986). Forty representative soil profiles were described and classified 
according to the USDA and FAO guidelines. Classical pedotransfer functions were used to 
calculate dependent variables (field capacity, permanent wilting point, available water 
capacity, and saturated hydraulic conductivity) from the three independent variables: sand, 
silt and clay content (Saxton et al., 1986). Other complementary information was obtained, 
for the same class of soils, using the State Soil Geographic (STATSGO) Database (1994). 
Finally all information was placed in a soil database for the entire region formatted for the 
SWAT model (Cau et al, 2003; Cadeddu and Lecca, 2003).  
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 The influence the land use on the water cycle is a function of the density of plant cover, 
the morphology of the plant species, etc. The CORINE Land Cover 1:100,000 vector map 
(www.centrointerregionale.it) was used in this analysis. The CORINE Land Cover consists of 
a geographical database describing vegetation and land use in 44 classes, grouped into three 
nomenclature levels. It covers the entire spectrum of Europe and gives information on the 
status and the changes of the environment. We converted the CORINE land cover 
classification codes to the SWAT land cover/plant codes (Cadeddu et al., 2003).  
 The available rainfall and climatic databases are on a monthly time resolution (Cao et al. 
1998). For this reason a statistical analysis to describe the climate of the island was carried 
out using the available, but incomplete, daily records. For each month, average daily 
maximum air temperature (ºC), average daily minimum air temperature, standard deviation 
for daily maximum and minimum air temperature (ºC), average daily solar radiation, etc. 
were assessed and placed in the userwgn database. For the rainfall characterization a 
stochastic time generator was developed on the basis of the rainfall statistical characteristics 
of Sardinia (Cau et al., 2003). By means of the Markov chain procedure, the time distribution 
of wet days was determined and then a skewed distribution was used to generate the amount 
of precipitation occurring in each wet day. Finally, the sum of the daily precipitation of each 
month of each year was scaled to match the monthly registered rainfall for each station. The 
Sardinian rain gages were grouped in two different homogeneous classes, referred to in this 
study as East and West rain gages, using a cluster technique based on the spatial distribution 
of standard deviation and skew of daily rainfall data. This was essential to produce realistic 
rainfall events at rain gages which were determined to be climatically correlated. Finally all 
rainfall series were formatted for the SWAT model (Cau et. al., 2003).  
 
Calibration of the Stream flow component 
 Thirty one monitoring gages are found scattered along the main rivers of the island. 
Previous studies were used to compare to the results of this study, show limitations, and plan 
future work. Water budget calculations were performed, using the SWAT model (Neitsch et 
al., 2001; Di Luzio et al., 2001), for 15 Sardinian catchments, having different climatic and 
hydrologic conditions. Twenty seven monitoring gages are found within the basins under 
investigation.  
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Figure 3. Gage N. 30 (left) and Gage N. 4 (right). Comparison between observed 
(continuous line) and simulated (dotted line) flow rates after calibration. The mean 
(above) and the standard deviation (below) are shown on a monthly basis. 

 Before calibration, it was determined that the stream flow component was always over 
estimated, while the evapotranspiration was highly under estimated. Calibration of the stream 
flow component was first completed for average annual conditions. Once the stream flow 
component was calibrated for these conditions, monthly records were used to fine-tune the 
calibration (Figure 3). When calibrating a watershed with multiple stream gages, streamflow 
should be tuned first for the gage furthest upstream. Once this gage is calibrated, the 
downstream gages can be calibrated. The parameters that were modified in the calibration 
procedure were ESCO, GW-QMN, GWREVAP and CN2. The case studies were used to test 
methodologies applied on the regional level, to improve the understanding of the recharge-
discharge transformation and to estimate basin-averaged hydrologic values for a 70 year 
historical period (1922-1992).  
 
 
Results 
 
 Calibration of the stream flow component, performed for the main catchments of the 
island, was the first step for investigating the effect of all complementary phenomena related 
to the water cycle. The quantification of performance of the model was therefore essential to 
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evaluate the model outputs and their limits. The performance of the model was assessed 
through the following ensemble statistical indicators (Equations 1 and 2): 
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Where N represents the years of registered stream flow data, Q1,i is the registered stream flow 
at time i, Q2,i is the correspondent simulated stream flow. The Nash-Sutcliffe index ranges 
between - ∞  and 1. When Q1,i = Q2,i , KNash-Sutcliffe = 1. In our case, the Nash-Sutcliffe index 
was 0.77, while the estimated average error was 13%, showing a good match between the 
simulated and the observed stream flow rates.  
 
     The model reasonably simulated monthly water flow over a 70-year period and accurately 
captured the timing and magnitude of seasonal water yields under current land use/land cover 
conditions. These results were accomplished with little calibration of free parameters. Figure 
4 shows the comparison between observed and simulated annual flow rate (1922-1992) based 
on the contribution of all basins under investigation. Due to less permeable soils, steeper 
slopes and a different rainfall distribution, the water yields of the east basins are higher than 
the west basins (Figure 5). The yearly average number of wet days for the west rain gages, in 
fact, was 80 (70 between September and April and 10 for the period from May-August) with 
a yearly precipitation value of 687 mm. The yearly average number of wet days for the east 
rain gages was 74 (64 between September and April and 10 for the period from May-August) 
with a yearly precipitation value of 828 mm. 
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Figure 4. Comparison between observed (continuous line) and simulated (dotted line) 
annual flow rate (1922-1992). 
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Figure 5. The Multi-catch.avx extension (for more details see “A user firendly multi-
catchments tool for the SWAT model”) has been used to map the spatial distribution of 
the average precipitation (1922-1992), potential evapotranspiration and water yield on a 
yearly basis. 
 
 
Conclusion and Future Developments 
 
 Land use changes and irrigation schemes need to be managed so as to minimize the risk 
of water and soil contamination. Water resource management is a complex task, and the lack 
of data and information on the system has an important role in policy design. The complexity 
of the problems found on the island has shown that a multidisciplinary approach must be 
adopted to have an overview of the problem at hand. The use of hydrological models at a 
catchments scale, such as SWAT, can be important in reproducing the water cycle and 
evaluating the impact of land management practices on downstream water bodies. Models 
help to identify indicators at each scale that reflect critical ecosystem processes or state 
variables related to the integrity and sustainability of those ecosystems. Moreover models can 
provide support in identifying the cause-effect relationship, highlighting the causal links 
between human activities, pressures, and the state of the environment. With the project half 
complete, SWAT has been used to estimate the water budget for the main watersheds of the 
island. In this context, a regional scale approach was used to assess the geographical 
information. This offers the possibility to simply rely on databases concerning soils, land 
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cover, climate and precipitation on a regional scale. Model results have shown that SWAT 
reasonably simulates monthly water flow and accurately captures the timing and magnitude 
of seasonal water yields under current land cover, soil and climate conditions. The next step 
is to investigate those situations where waters are highly contaminated.  
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Abstract 
 
 Creating action plans to reduce water pollution is a strategic task for European Countries, 
mostly in Mediterranean areas, where water demand is steadily increasing and water 
resources are limited.  Contamination levels in water bodies, both ground and surface waters, 
are found to be increasing and local and regional authorities are now facing this awkward 
environmental problem.  Most of the nutrients that enter the water are from the agro-
zootechnical and the industrial sectors.  Consideration of the physical processes associated 
with water movement, crop growth, and nutrient cycling can be essential to evaluate the 
gradual build up of pollutants due to alternative land management practices on downstream 
water bodies (e.g. rivers and coastal lagoons).  In this framework, models can give support to 
identify, among alternative choices, those that will not lower the integrity and sustainability 
of the ecosystems.   
 In this study, the SWAT model was used to estimate the effects of point and diffuse 
source pollution on the 520 km2 Santa Sperate Basin (southwestern part of Sardinia, Italy).  
High levels of P, NH4, and COD, etc. were found at the two monitoring gages located on the 
Flumini Mannu of the South Sperate River (the main river of the plain) within the basin.  This 
contamination was assumed to be due to the civil and industrial sectors, as well as to the 
agro-zootechnical sector in the basin.  The objective of this work was to apply the physically 
based hydrological model, SWAT 2000, to the basin to predict the impact of alternative land 
management practices and point source pollution on water bodies.  To this end a statistical 
analysis of the climatic data has been carried out and daily rainfall data was downscaled from 
monthly pluviometric records in order to generate daily weather inputs for the SWAT model.  
The resulting model input data along with the watershed and HRU (hydrologic response unit) 
spatial discretization criteria were carefully checked to ensure global consistency at the 
overall scale.  The calibration and validation of the model was performed against monthly 
measured stream flows for the period 1922–1992. 
 The performance of the model was then compared with the results of the black box 
“export coefficient” model.  This comparison was used to improve identifying methods, 
tools, and indicators at each scale that reflect critical ecosystem processes or state variables 
related to the integrity and sustainability of those ecosystems. 
 
 
Introduction 
 
 The use of hydrological models can be important in supporting decision making in a 
complex region, threatened by point and nonpoint source pollution.  Models help with 
investigations on the causal links between human activities, pressures, and the state of the 
environment, highlighting cause and effect relationships.  After more than 30 years of 



3rd International SWAT Conference 

`classical' model development, the use of a new generation of hydrological models, that make 
use of distributed information about a catchment’s characteristics, is steadily increasing.  
Although the “physically based” approach might be useful in terms of process knowledge, it 
has limitations when applied in an operational context.  One, in fact, is faced with the task of 
accurately representing the inherent complexity of real systems, because the predictive and 
descriptive potential of distributed models is limited especially to data availability and their 
quality.  Conversely, simple catchment models that lump a catchment’s heterogeneities and 
represent the transformation input/output, conceptually or empirically, are generally easy-to-
use tools with lower data requirements.  In spite of the crude approximation resulting from 
their lumped nature and simple structure, simple models can still be efficient.  In many case 
studies reported in the literature, simple models are undoubtedly useful for engineers and 
water managers.   
 In this work, the impact of civil, industrial and agro-zootechnical pollution sources has 
been assessed with the export coefficient (simple) model and the SWAT (semi-distributed) 
model (Neitsch et al., 2001).  The basin under investigation is the Santa Sperate Basin located 
in the southwest part of Sardinia.   
 The export coefficient model describes the environmental system using empirical 
connections between input and output data, with no concern for the physical processes.  The 
SWAT model, instead, is a semi-distributed model that describes the environmental core 
system structure in all its parts, and permits evaluation of the water cycle, and other related 
phenomena, at the catchment and sub-catchment scale.  This discussion underlines the limits 
and potentials of both models.   
 
 
Methodology 
 
Description of the Study Site 
 The study site is the 520 km2 Flumini Mannu of the Santa Sperate Basin (Sardinia, Italy), 
which is part of the larger Flumini Mannu of the Cagliari Basin.  High levels of 
contamination, due to the civil, industrial, and agro-zootechnical sectors were found at the 
two monitoring gages (PMP 20801 and PMP 20802) located on the river within the basin.  
The Italian water directives (Dlgs 152/99) group waters into five classes, where the first class 
is for uncontaminated waters and the fifth is for the highly contaminated ones.  The water 
quality of the river assessed through a yearly monitoring campaign at the 20802 and the 
20801 gages belongs to the third and fifth classes, respectively.   
 The Flumini Mannu of the Santa Sperate Basin is located in the south part of Sardinia and 
is delimited by the Sarcidano Plateau to the north, the Sarrabus relief to the east, and the last 
layer of Iglesiente Massif to the west.  The watershed is characterized by a significant 
variation in terms of altitude (from 13 to 972 m a.s.l.).  The main river is a tributary of the 
Flumini Mannu of the Cagliari River which discharges its waters into the Santa Gilla humid 
area near the Gulf of Cagliari (Figure 1).  Santa Gilla is a very important humid area in 
Sardinia and is among the largest wetlands in Europe.  The Santa Sperate River is 
characteristically fast flowing, with a relatively high water volume in winter, reduced to a 
trickle in summer.  The monthly water volume is characterized by a peak in February (4 
mc/s) and a minimum in August (0.16 mc/s) (values registered in the 02 stream flow 
monitoring gage). 
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Figure 1. Location of the study site, the 20801 and 20802 water quality monitoring 
gages, and the 02 stream gage. 
 
 
 The climate of the area is Mediterranean with long hot dry breezy summers and short 
mild rainy winters.  The temperature regime was recorded by the Donori S. Michele climatic 
gage, located close to the basin.  Average monthly temperature ranges from 8°C (January and 
February) to 25°C (July and August).  Precipitation is largely confined to the winter months; 
the rainfall regime is characterized by a peak rainfall in December (83 mm) and a minimum 
in July (8 mm), with an average value of 591 mm/year.  Land is primarily used for 
agricultural purposes.  Large areas are used for crop cultivation, predominantly cereal (9,091 
ha).  The south is mainly characterized by vineyards (1,709 ha), olive groves (2,383 ha) and 
orchards 1,709 ha).  The eastern portions of the basin are predominantly forest and pastures,  
although the zootechnical sector on this part of the island is limited (about 75,000 ovine and 
4,500 bovines).  The S. Sperate is sparsely populated, with a density of about 68 p/km2.  This 
is in accordance with the regional average, and slightly higher than a third of the Italian 
national average. 
 
Decisional Contest 
 The theoretical infrastructure chosen to conceptualize the environmental problem is based 
on the DPSIR approach (Driving forces, Pressure, State, Impact and Responses), and consists 
of the identification of all possible DPS chains that describe the system.  The decision 
problem is therefore described and the cause and effect relationship between the relevant 
socio-economic and environmental indicators, at each scale, accessed.  This task is 
particularly relevant in the management of multisectoral conflicts of water resources, where 
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the lack of multisectoral perspective can result in socio-economic damages to the different 
local users. 
 The model, in this phase, was used to evaluate human impacts to the environment and the 
actions needed to reduce those impacts. 
 Each change generates new impacts to the human health and economy, which require 
responses by society.  A response can have an effect on the entire system, e.g. on driving 
forces through structural actions, pressure through technological actions, state through land 
reclamation works, impacts through damage economic compensation, etc.. 
 Alternative strategies, that were evaluated, include: 
I) routing waste water produced by the civil/industrial sector, currently collected at small 

treatment plants scattered within the basin, to a larger water treatment plant.  By doing so, 
the dispersion of point pollution will be reduced (in general larger treatment plants work 
better);  

II) reducing areas used in extensive and intensive agriculture; 
III) planning protection zones close to the river and the main tributaries; 
IV) identifying alternative land management practices that are eco-compatible with the 

environment. 
 
Description of the Export Coefficient Model 
 The export coefficient model works in three phases: 

 Phase 1. Agro-zootechnical and industrial potential loads (PL) are calculated from 
loading factors; 

 Phase 2. Agro-zootechnical and industrial effective loads (EL) that enter the reach are 
calculated with the use of the export coefficients; 

 Phase 3. The impact of the effective loads (TL) to the river is calculated from the EL 
that enters water, taking into account the reduction of the pollutants due to self-
purification, algal growth (part of the nutrients are used by algae to grow), etc., 
through the use of reduction coefficients. 

 In the first phase the pollution loads (PL) impacting the land are calculated with the use of 
loading factors (IRSA-CNR, 1991).  The loading factors allow modelers to obtain the loads 
with respect to all pollutants of interest.  The potential load of a generic chemical impacting 
the land from agriculture (CH) is calculated with the following formula (Equation 1): 

 ⎥⎦
⎤

⎢⎣
⎡⋅= year
kgLFSAUPL CHCH.   (1) 

where SAU is the exploited land extension and LFCH is the loading factor for the chemical 
CH.  The loading factor depends on the plant or animal species, etc., and varies for each 
pollutant.  In this phase, the origins of pollution and the potential dangers are identified.  No 
consideration is given to structural actions or geological, morphologic or climatic contexts 
that reduce the impact of the potential pollution.   
 The effective load (EL), or portion entering the stream, is then calculated from the 
potential load, considering all the reduction factors connected with the land phase where the 
pollution originates (Equation 2). 

 ⎥⎦
⎤

⎢⎣
⎡⋅⋅⋅⋅= year
kgcbaECPLEL CHCHCH )(.   (2) 

where EC is the export coefficient, and a, b and c are reduction factors depending on soil 
permeability, basin topography, and rainfall regime.  
 The contaminant load in the river is calculated as (Equation 3):   

 ⎥⎦
⎤

⎢⎣
⎡⋅= year
kgRCELTL CHCHCH  (3) 
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where TL is the contaminant load in the river.  This is calculated reducing EL with reduction 
coefficients (RC), which take into consideration all of the reduction phenomena occurring to 
the different pollutants in the reach (routing phase).   
 The export coefficient model is not a distributed model; therefore, it is not possible to 
locate in space and time the pollution sources.  Output data are available only according to 
limited outlets (for the Santa Sperate Basin the PMP monitoring gages are the only possible 
outlets and the impacts are assessed on an annual basis).  The model needs to be calibrated in 
order to make reliable predictions.  Although the model appears to be very simple, it is 
important to highlight that the calibration is performed with optimization procedures which 
are easy to implement.  The model requires geographical data at the catchment scale (e.g.  
total number of animals and inhabitants within the basin, the agricultural land, cultivation 
types, etc.).  In Figure 2 the flow chart of the model is shown. 
 
 

 
Figure 2. The export coefficient model works in three phases.  Potential loads (CP) are 
calculated by means of loading factors.  The effective loads are calculated by 
multiplying (CP) for the export coefficient, which represents the purification capacity of 
the territory (soil, infrastructures and rivers) of the pollution load.   
 
 
Model Calibration 
 An extensive quality assessment of the available climatic, soil and land use data was 
carried out for the study area.  For this, a geographical information system (GIS) was set up.  
The SWAT model requires daily precipitation records, but the available climatic data in 
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Sardinia are accessible on a monthly or yearly basis (Cao et al., 1998).  In this study, the 
synthetic daily precipitation series (Cau et al., 2003) was downscaled from the monthly series 
using a Markov chain-skewed generator (Nicks, 1974).  These series have the same monthly 
cumulative values as the measured ones.  The export coefficient model, instead, requires 
average annual rainfall values. 
 The hydrological behavior of soil is related to a number of physical soil properties 
(USDA-NRCS Soil Survey Division, 1994).  To obtain information about the soil properties 
of the S. Sperate Basin, a 1:250,000 soil vector map (Arangino et al., 1986) (Aru et al., 1991) 
was used, where each cartographic unit was associated with one or two delineations 
corresponding to subgroups of USDA soil taxonomy (Cadeddu et al., 2003).  Land cover 
significantly affects the water cycle.  In this study, the CORINE Land Cover 1:100,000 
vector map (Commissione Europea, Ministero dell’Ambiente, 1996) was used.  It consists of 
a geographical database describing vegetation and land use in 44 classes, grouped into three 
nomenclature levels.  CORINE covers the entire spectrum of Europe and gives information 
on the status and the changes of the environment (Cumer, 1999). 
 Calibration of the export coefficient model was performed through an optimization 
procedure.  Optimization was performed by varying the export coefficients (land phase 
calibration) and the reduction factors (stream calibration) in accordance with a fixed range.   
 The SWAT model was first roughly calibrated on a yearly basis for stream flow and then 
tuned on a monthly basis.  Calibration was performed with a trial and error approach, taking 
into consideration potential/real evapotranspiration and the stream flow component (slow and 
fast).  The no calibration simulation showed that real evapotranspiration was under-estimated 
with regard to literature values for the area, and the stream flow component was over-
estimated. 
 The real evapotranspiration was controlled at the HRU scale level with the ESCO and 
CAN_MAX parameters.  Runoff and base flow was controlled varying GW_REVAP and 
GW_QMIN.  A correlation factor of about 0.83 was found between monthly simulated and 
measured stream flows, showing a good accuracy in reproducing the hydrologic regime.   
 
 
Results 
 
 The nutrient cycle was assessed by taking into consideration point and nonpoint source 
pollution (Figure 5).  In this paper only NO3 will be shown.  The model has been run with the 
following hypotheses: 

 land use and water management are constant during the seventy year simulation  
 the thermo-pluviometric regime is stationary. 

With these hypotheses the impact of point and nonpoint source pollution was assessed with 
the thermo-pluviometric synthetic regime (Cau et al., 2003) for the time period 1922-1992, 
while measurements were for the time period 2002-2004. 
 The SWAT and export coefficient model results were compared, considering the 
simulated mean of NO3 concentration for the SWAT model and the simulated mean load for 
the export coefficient model on a yearly basis.  Results on a yearly basis are shown in Table 1 
and 2.  Mean NO3 concentrations ( misC ) were available for the 20801 and 20802 PMP 
monitoring gages.   
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Figure 3. Non-calibrated (dotted line), calibrated (dashed line), and observed 
(continuous line) stream flow component on a yearly basis. 
 
 
 

 
Figure 4. Comparison between average  (left) and standard deviation (right) values for 
the measured (continuous line) and simulated stream flow before (dotted line) and after 
calibration (dashed line) on a monthly basis.   
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Figure 5. Nonpoint (left) and point (right) source pollution.  The exploited land used for 
corn cultivation is about 86 km2. In the Santa Sperate SWAT project, the major point 
sources (Donori, Dolianova, Ortacesus, S. Sperate, Monastir, Senorbì) were activated.  
Also included are the small water treatment plants (small points) within the basin.   
 
 
Table 1. Export coefficient model results For measured and simulated mean NO3 loads 
calculated on a yearly basis.   
PMP Loadsim  

[t/year] 
))(( QSTDQCmis −⋅  

[t/year] 
QCmis ⋅   

[t/year] 
))(( QSTDQCmis +⋅

 [t/year] 
20801 122.87 22.82 78.71 134.59 
20802 42.65 10.44 28.51 46.58 
Loadsim is the simulated NO3 load; misC  is the measured mean concentration; Q  is the mean stream flow 
simulated by SWAT for the 20801 and 20802 monitoring gages. 
 
Table 2. SWAT results for measured and simulated NO3 concentrations calculated on a 
yearly basis.   
ID 

misC  
[mg/l] 

)( simsim CSTDC −  
[mg/l] 

simC  
[mg/l] 

)( simsim CSTDC +  
[mg/l] 

20801 1.25 0.32 0.98 1.63 
20802 0.97 0.75 1.22 1.97 

misC  is the measured mean concentration; simC  is the simulated mean concentration; and 20801 and 
20802 are the ID of the two monitoring gages in the basin. 
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Figure 6. Comparison between the simulated and measured NO3 concentrations for the 
20801 gage. 
 
 
 The SWAT model allows for an analysis of results on a monthly basis (Figure 6) for all 
the sub-basins within the Santa Sperate Basin.  This can help identify indicators at each scale 
(temporal and spatial) that reflect critical ecosystem processes or state variables related to the 
integrity and sustainability of those ecosystems. 
 The measured concentration is not always included between the average simulated NO3 
concentrations (± )( simCSTD ) on a monthly basis.  It does, however, fall within the monthly 
maximum and minimum simulated values interval (the only exception is in May for the 
20802 gage, not shown).  Simulations show that the most critical period for the water system 
is during the summer, when point source pollution is predominant. 
 
 
Conclusions 
 
 Models can give support to identify the cause and effect relationships and the causal links 
between human activities, pressures, and the state of the environment.  In this context, the 
export coefficient and SWAT models can be used to evaluate human impacts on the 
environment and actions to reduce those impacts.   
 Although the export coefficient model lumps a catchment’s heterogeneities and represents 
the transformation input/output empirically, it is generally easy-to-use and has low data 
requirements.  In spite of the crude approximation resulting from its lumped nature and 
simple structure, it can still be efficient and useful for engineers and water managers.   
 This study confirmed that the SWAT model could accurately simulate runoff and nutrient 
losses.  The SWAT model can be efficiently employed to identify the critical sub-watersheds 
that are major contributors to nutrient losses and prioritize these in order to develop a multi-
year management plan.  This can be essential in reducing the nutrient impact from point and 
nonpoint source pollution to downstream water bodies.  Future work will be done to plan and 
analyze the remediation actions to restore the integrity of the system. 
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Abstract 
 
 A comparison of measured N loads in small agricultural catchments in the Nordic and 
Baltic regions has revealed large differences which could not be explained only by differences 
in agricultural practices.  This paper presents the results of measurements of nitrogen runoff in 
relation to the hydrological processes in a Latvian catchment.  Measurements were carried out 
at three spatial scales:  plot, drainage field, and catchment.  The nitrogen concentrations and 
loads decreased with an increase in scale, which could be a result of hydrological pathways.  
Comparison of runoff showed a delayed response in runoff at increasing scale while recession 
curve analysis revealed an increase in residence coefficient, indicating the possible presence of 
different flow paths involved in nitrogen runoff generation.  This paper highlights the 
importance of understanding the hydrological flow processes across spatial scales in 
catchments and the possible effects this can have on nitrogen transport and loads into surface 
waters.  The results suggest that the hydrological processes and scale issues need to be 
carefully considered when (i) designing monitoring strategies in the implementation of the 
Water Framework Directive (WFD), and (ii) defining measures to control diffuse N losses. 
 
 
Introduction 
 
Description of the catchment 
 The results presented are from a small agricultural catchment in Latvia.  The Mellupite 
catchment (Figure 1) is located in western Latvia, approximately 160 km southeast from Riga, 
located in the Venta river basin, part of the Latvian plateau of Permian limestone deposits, 
covered with a 10-20 m thick quaternary sediment layer.  The soils are classified as Luvisols 
according to the FAO soil classification system with silt loam as the main soil type.  The 
texture varies between the different horizons from loam to sandy/silt clay loam with higher 
silt contents in the upper horizons.  The moraine is rich in carbonate with calcium carbonate 
normally present in the uppermost 1.5 m., which also has an effect on the pH (6.7-6.8 in the 
topsoil).  The organic matter content in the topsoil ranges from 1.0-1.2%, while the C/N - 
ratio varies from 11-13.  Discharge measurements at Mellupite were initiated during 1995-
1996 and are carried out at three levels:  main catchment, drainage field and small plots.  At 
the main catchment, a Crump weir was used for discharge measurements, while a V-notch 
and tipping buckets were used at the drainage field and small plots, respectively.  At all levels, 
water samples were collected on a volume proportional basis.  Discharges were recorded 
using a data logger in combination with a pressure transducer or counter at 
catchment/drainage and plot scale, respectively.   
 The land use in the Mellupite catchment is characterised by moderately intensive farming 
representing the average situation in Latvia.  Arable land constitutes 60-70% of the main 
catchment.  The major part of the agricultural land in the catchment is drained with artificial 
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drains with a spacing of L = 22–24 m and a depth of approximately 1 m below the soil 
surface.  Some open drains are used in the upper reaches of the catchment.  The Mellupite 
catchment area is 9.64 km2.  The total area of the tile drained field is 12 ha.  The dimensions 
of the drainage system in the field are similar to the catchment.  A total of 16 experimental 
plots have been established, each having an area of 0.12 ha, and are equipped with a 
subsurface drainage systems with drain spacing of L = 12 m and a depth of d = 1.4 m below 
the soil surface. 
 
 

 
Figure 1.  The Mellupite Catchment. 
 
 
Cropping patterns at the catchment scale 
 Land use in the catchment is comprised of agricultural land (658 ha, 68%) and forests 
(306 ha, 32%).  The total arable land shows yearly variations of 230-330 ha for grains, 80-130 
ha for leys, ± 10 ha for potatoes and ± 5 ha for beets (sugar/fodder), making a total area of 
± 350-460 ha (Table 1).  Agricultural land includes pastures and other agricultural land as 
well.  The most important grain crops in the catchment are winter wheat and barley. 
 
 
Table 1.  Land use in the Mellupite Catchment. 

Area (ha) Crop 1998 2000 2001 2002 2003 
Winter wheat 182 138 126 167 162 
Barley 86 125 81 148 138 
Summer wheat 10  13 3 1 
Oat 41 8 10 12 19 
Sum grains 319 271 230 331 320 
Potatoes 9 7 7 6 12 
Fodder beets 5 5 3 3 3 
Ley 132 118 120 112 83 
Sum of arable land 464 401 358 452 417 
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 The average yield for grain crops varied from 1.5-3.9 t ha-1 (Table 2).  The variation in 
yield can be due to a variety of reasons but the main reason is often based on weather 
conditions, especially during the growing season.  For example, during the growing season of 
2002, the low yield for grain crops was most likely due to the low rainfall during the early 
stages of the growing season. 
 
 
Table 2.  Average yield for grain crops (t ha-1). 
Crop 1998 2000 2001 2002 2003 
Winter wheat 3.6 3.7 2.7 3.6 3.5 
Barley 3.0 2.8 2.7 2.1 3.3 
Summer wheat 2.6  2.3 1.5 2 
Oat 3.2 1.6 1.8 2.5 3.9 
 
 
 Nitrogen fertiliser application to the main grain crops varies roughly from 40-70 kg ha-1, 
while the phosphorus application varies from 6-24 kg ha-1 (Table 3).  In general, the fertiliser 
applications have shown a dramatic decrease since the beginning of the 1990s after the 
collapse of the Soviet Union (Vagstad et al, 2001). 
 
 
Table 3.  Fertiliser application to the main grain crops (kg ha-1). 
 1998 1999 2000 2001 2002 2003 
 N P N P N P N P N P N P 
Winter wheat 70 24 73 19 45 14 47 10 47 22 63 18 
Barley 66 7 49 24 62 13 48 6 38 17 57 19 
 
 
Cropping patterns in the drainage field 
 The drainage field is divided into two major farmer fields with similar land use (Table 4).  
The main crop type is grain.  Fertiliser application is slightly higher compared to the main 
catchment and varies from 40-110 kg ha-1, with a high of 168 kg ha-1, for nitrogen and 8-30 
kg ha-1 for phosphorus.   Yields are on the same order of magnitude and vary from 1.3-4.4 t 
ha-1. 
 
 
Methodology 
 
Small plots/demonstration field 
 A total of 16 demonstration trials were constructed at Mellupite, with the main 
objective of measuring the effect of different fertiliser application treatments on nutrient 
runoff and the water quality.  A total of five treatments were applied (three replicates), 
including normal fertiliser application in addition to non-fertilised, double fertilising rate 
and two different forms of manure application.  In this case only “normal” fertiliser 
application was considered to have a fertiliser application similar to that in the drainage 
field and main catchment.  Fertiliser applications to grain crops are on the same order of 
magnitude as for the drainage field and catchment (Table 5). 
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Table 4.  Land use in the drainage field. 
Fertiliser Application 

(kg ha-1)  Crop type Area 
(ha) 

Yield 
(t ha-1) 

N P 
1998 Winter wheat 6.58 3.9 100 30 
 Spring barley 5.39 4.4 108 12 
1999 Spring barley 3.29 1.3 75 13 
 Spring wheat 3.29 3.9 168 30 
 Oates 5.39 1.9 108 12 
2000 Spring barley 6.58 3.4 70 8 
 Bare fallow 5.39 - - - 
2001 Bare fallow 6.58 - - - 
 Winter wheat 5.39 3.8 112 23 
2002 Winter wheat 6.58 3.3 79 23 
 Spring barley 5.39 1.6 38 16 
2003 Peas 1.20 2.7 39 23 
 Spring barley 5.38 4.4 92 23 
 Bare fallow 5.39 - - - 

 
 
Table 5.  Cropping system and fertiliser application (kg ha –1) in demonstration field.   

Year Crop N P 
1998 Winter wheat 70 20 
1999 Barley 70 20 
2000 Winter rape 80 20 
2001 Peas 8 17 
2002 Barley 12 20 
2003 Barley + clover 60 30 

 
 
Results and conclusions 
 
 The average yearly runoff, measured at different scales, was quite similar (Table 6).  
There was great variation in annual runoff varying from a minimum of ± 130 mm to a 
maximum of ± 350 mm.  Also the monthly runoff showed a large variation (Figure 2).  The 
same variation was measured at the drainage field scale (not shown here).   
 
 
Table 6.  Yearly measured runoff (mm) at different scales. 
 1998 1999 2000 2001 2002 2003 Average 
catchment 328 258 153 243 288 130 233 
drainage field  349 223 174 246 270 137 233 
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Figure 2.  Average monthly, maximum and minimum runoff at the catchment scale. 
 
 
Nutrient concentration and losses at different scales  
 Nutrient losses differ, depending on the scale of measurement.  During the entire 
measurement period, the N-losses were highest at the drainage field scale.  The average N-
loss at the catchment scale was approximately 50% of the loss at the drainage field scale 
(Table 7).   
 The same applies to the P-losses, which showed reduced average annual losses with an 
increase in scale (Table 8).  However, when considering the individual years, this difference 
was less significant, and the maximum annual loss also occured at the largest scale (i.e. 1999) 
 
 
Table 7.  Average N- losses (kg ha-1) at the catchment, drainage and demonstration field 
scale. 
 1998 1999 2000 2001 2002 2003 Average 
Catchment 9.6 8.3 7.0 10.9 10.1 7.2 8.9 
drainage field  20.7 14.4 17.9 22.4 16.5 12.4 17.4 
 
 
Table 8.  Average P losses (kg ha-1) at the catchment, drainage and demonstration field 
scale. 
 1998 1999 2000 2001 2002 2003 Average 
catchment 0.238 0.270 0.089 0.125 0.155 0.162 0.173 
drainage field  0.768 0.178 0.103 0.128 0.260 0.107 0.257 
 
 
 Nitrate concentrations were highest at the plot scale and decreased with an increase in 
scale (Figure 3) and a decrease in load was also observed.  To be able to capture the major 
portion of root zone leakage at the demonstration plot, the drainage intensity was increased by 
a 50% reduction in the drain spacing.  The decrease in N-concentration at the drainage field 
scale might be due to an increase in denitrification as a consequence of the increased drain 
spacing compared to the demonstration field scale.  Larger spacing leads to longer residence 
times, in which case the soil is maintained at saturated or almost saturated conditions for 
longer time periods during periods with excess precipitation and/or snowmelt.  This in turn 
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leads to anaerobic conditions in the soils and a possible increase in denitrification rates.  First, 
a number of runoff recession periods were analysed, measured at different scales but identical 
time periods.  The main principle behind this analysis was that during the recession period, 
the discharge at time (t) and time (t +1) relate to each other as (Equation 1): 
 
   Qt+1 = Qt x  e-α or Qt+1 = Qt x  A      (1) 
 
where e-α is a constant, based on the assumption that the system behaves as a linear reservoir.  
A comparison shows a decrease in the recession coefficient with an increase in scale, 
indicating a longer residence time or slower flow process at the drainage field and catchment 
scale (Table 9).  Similar findings were made by Skaggs et al. (1994), showing that an 
increased drain spacing reduced nitrate leaching significantly, most likely due to increased 
denitrification losses.  Reduction in nitrogen runoff was also artificially created through a 
system of controlled drainage, creating saturated conditions in the root zone (Breve et al., 
1998; Evans et al., 1995; Wesström, 2002).     
 
 
Table 9.  Recession coefficients (a) measured at different scales. 

 e-α Α number of 
observations

catchment 0.96 0.04 12 
drainage 0.94 0.06 12 
demonstration field 0.86 0.15 19 
 
 
 Nitrate concentrations at the catchment scale were considerably lower compared to those 
at the drainage field and demonstration plot scales.  This could be because the flow paths 
involved in runoff generation at the catchment scale are different than those at the drainage 
and demonstration field scales. which is reflected by the lowest recession coefficient (Table 
9).  Similar observations were also made in Estonia where N-losses from subsurface drainage 
systems were considerably larger when compared to measurements at a larger scale.  Possible 
reasons for the differences were attributed to nitrogen retention processes in the 
unsaturated/saturated zones (Iital and Loigu, 2001).  Deelstra et al. (1998) found that 
hydrology played an important role in explaining the N-loss differences between Norwegian 
and Baltic catchments and that the low N-loss in the Baltic countries was partly explained by 
the different flow paths due to the geo-hydrological settings.  When considering the N-loss at 
the catchment scale, retention processes, such as in open streams and groundwater, might 
need to be considered.   
 Further analysis on recession curves was carried out to get more insight into flow 
processes at different scales in this catchment and will be reported at a later stage.  Also other 
means of assessing hydrological differences with increase in scale should be assessed.  Runoff 
and loads for the demonstration field have not been presented due to large variations in 
discharge.  Further analysis needs to be carried out.     
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Figure 3.  Nitrate concentrations at three different scales.   
 
 
 Another important reason for the low N-loss at the catchment scale was due to the fact 
that part of the catchment is predominately forest.  The area grown with fertilised crops varied 
during the observation period from 37-48%.  Pastures and other agricultural land varied 
during the same period from 20-31%.  The rest of the area was occupied by forest.  The N-
losses from non-agricultural lands are unknown and therefore accurate estimates of the N-loss 
from agricultural land at the catchment scale are difficult to provide.  If one assumes the N-
loss from forest to be equal to 10% of that from the agricultural land (Vandsemb et al., 2003), 
the calculated N-loss from agriculture is ± 12.5 kg ha-1, which is about 28% lower than the 
measured losses at the drainage field scale.  Whether this is the true loss from agricultural 
land is uncertain due to lack of information on background losses and uncertainty about 
possible retention processes in ground and surface water, as described by Deelstra et al. 
(1998) and Iital and Loigu (2001).    
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Abstract 
 

     The implementation of the EU Water Framework Directive (WFD) introduced an 
integrated approach to the protection and improvement of Europe’s aquatic environment.  
The successful execution of the Directive is centred around a new river basin management 
planning system.  Application of numerical models for predicting current and future trends in 
pollutants entering the aquatic environment under a variety of management regimes has been 
identified as key to development of successful river basin management plans (RBMP).  Given 
the extensive range of model codes available, the EU project Benchmark Models for the 
Water Framework Directive (BMW) developed a model evaluation tool (MET) aimed at 
helping modellers and policy makers select appropriate model codes for specific model 
applications.  The MET was used to select a model code to evaluate management practices 
for mitigation of in-stream NO3 in the Ythan Catchment, UK (Dilks et al., 2003); a rural, 
agricultural catchment designated as a nitrate vulnerable zone in 2000.  The selected model, 
SWAT, was calibrated and validated for discharge and in-stream NO3 load.  Model 
performance was satisfactory.  A series of land management practices, recommended for 
reduction of NO3 runoff and leaching in the Ythan Catchment have been simulated.  These 
measures fell into three categories, fertiliser reduction, tillage practice, and cropping patterns.  
Reductions in inorganic fertiliser use were predicted to be the most successful option in terms 
of reducing annual in-stream NO3 load and leaching, whilst planting spring instead of 
autumn-sown cereals, was more effective at reducing NO3 load during the most ecologically 
sensitive period of the year.  Limitations to the application of SWAT in the Ythan Catchment 
have been identified.  These limitations include requirements for a comprehensive 
groundwater component for tracing leached nutrients through the underlying aquifer.  
Coupling of SWAT with a detailed groundwater model has been recognised as a potential 
solution to increasing groundwater representation in the region.  Evaluation of model 
performance and simulation of various management options provided an opportunity to 
investigate the suitability of SWAT for development of a RBMP for the Ythan region. 
 

 
Introduction 
 
     The EU Water Framework Directive (WFD) is an ambitious piece of legislation that 
establishes an integrated approach to the protection, improvement, and sustainable use of 
Europe’s aquatic environment (SEPA, 2002).  The principal objective of the Directive is to 
achieve good chemical and ecological status for receiving waters by 2015.  Central to the 
successful implementation of the WFD is a new river basin management planning system.  
This planning mechanism is intended to ensure integrated management of the water 
environment, providing a decision-making framework for setting environmental objectives.  
Mathematical modelling has been recognised as an important tool in the implementation of 
the WFD with different stages of the legislative process requiring the application of different 
types of model codes (Rekolainen et al., 2004).  For example, relatively simple 
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representations will be needed during the characterisation phase of the WFD with more 
complex, processed-based representations required during the river basin management 
planning stage (Dunn and Dilks, submitted).  Development of successful river basin 
management plans (RBMP) is dependent on detailed evaluation of pollutant fluxes under a 
variety of environmental conditions.  Such assessments will require application of 
mathematical models that go beyond prediction of current conditions and are capable of 
forecasting both short and long-term change.  In terms of diffuse agricultural pollution, 
models will be required to quantify the effectiveness of various land management options for 
addressing pollution issues (Dunn and Dilks, submitted).    
     Given the extensive range of model codes available, selecting an appropriate code for a 
given modelling objective can be a difficult task.  Recognising this, the EU commissioned, 
under Framework V, the “Benchmark Models for the Water Framework Directive” (BMW) 
project (EK1 – CT2001-00093).  The principal objective of BMW was to provide guidance 
for selection of model codes for use in the field of water management, specifically in the 
context of the WFD.  This guidance has been provided through the development of a model 
evaluation tool (MET) to be used by modellers, water managers, and policy makers (Hutchins 
et al., submitted; http://www.rbm-toolbox.net).  The BMW MET was used a priori to select a 
model code to evaluate land management scenarios for reducing NO3 load in the River 
Ythan, UK.  The Ythan Catchment was designated a nitrate vulnerable zone (NVZ) in 2000 
as a result of evidence of elevated NO3 concentrations in the surface waters and the estuary 
displaying characteristics typical of eutrophic waters. 
     This paper describes the application of the selected model, the Soil and Water Assessment 
Tool (SWAT) in the Ythan Catchment.  The model was applied to assess the effectiveness of 
a variety of management practices proposed for reducing NO3 runoff and leaching in the area 
(SEERAD, 2001).  The suitability of SWAT for use in development of a RBMP for the Ythan 
has been evaluated in terms of (1) model performance and (2) the ability of the model to 
simulate relevant land management scenarios for the region.  Assessment of uncertainty 
surrounding model predictions is beyond the scope of this article. 
 

 
Study Area 

 
     Located in northeast Scotland, the River Ythan is situated approximately 20km north of 
the city of Aberdeen.  The watershed extends to 680km2, 540km2 of which is above the tidal 
limit.  The area, characterised by gently rolling lowland, ranges in altitude from 0 - 300m 
a.s.l. (Figure 1).  Soils comprise of a mixture of humus-iron podzols, brown forest soils, and 
non-calcareous gleys.  Approximately 95% of the Ythan Catchment is agricultural land 
(arable including grassland, improved pasture, rough grazing) (Figure 1).  In total, 65% of the 
agricultural area is used for arable cropping; the remaining 35% is grassland used for grazing 
and mowing.  Mean annual rainfall and water yield (at Ellon) are 815 and 450mm (mean 
discharge 7.8m3s-1), respectively.  Discharge is dominated by slow subsurface response, 
baseflow comprising 75 to 80% of total annual discharge.  The majority of the fast response 
is generated by flow through preferential subsurface pathways such as agricultural drains.  In 
general, peak discharges occur in spring and autumn with extended periods of low flow 
typical during the summer months.  
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Figure 1.  The Ythan catchment (location, topography, land use and modelled area). 
 
 
     Over the past 40 years average in-stream NO3 concentrations in the Ythan main channel 
have increased three-fold (2.5 to 7.5 mgl-1 NO3-N).  This increase, mirrored in the estuary 
(Balls et al, 1995), is thought to reflect changing land use, intensification of agriculture, and 
an increase in the use of inorganic fertilisers (Edwards et al., 2003; Raffaelli et al., 1989).  
The elevated NO3 levels have been linked to the development of extensive weed mats of 
macro-algae on the estuary mud flats.   
 
 
Methodology 
 
     The BMW MET was employed to select a model code for use in the Ythan Catchment 
(Dilks et al., 2003).  Following calibration and validation, SWAT, was used to evaluate a 
series of land management options recommended for mitigation of NO3 runoff and leaching. 
 
Model Description 
     SWAT is a physically based, spatially distributed, watershed model developed in the US 
to predict long-term effects of management on water, sediment, nutrient, and pesticide yields 
within large complex rural agricultural river basins.  The main driving force behind SWAT is 
the hydrological component.  The hydrological processes are divided into two phases, the 
land phase, which controls the amount of water, sediment, and nutrient loading in receiving 
waters, and the water routing phase which simulates movement though the channel network.  
SWAT considers both natural sources (e.g. mineralisation of organic matter and N-fixation) 
and anthropogenic contributions (fertilisers, manures and point sources) as nutrient inputs.  
The nutrient transformation component of SWAT is detailed by Neitsch et al. (2002). 
 
Data 
     Table 1 presents the key input datasets, topographical, meteorological, soils, land use, and 
land management available for the Ythan Catchment. 
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Table 1.  Input data sets available for the Ythan Catchment. 
Input data Description 
Topography 50m DEM 
Soil Soil series map (1:25 000) 

Soils database for Scotland 
Land use Land cover map for Scotland (LCS88) 

Parish Census data (1989 – 1999) 
Meteorological Daily precipitation data (1980 – 1999), 8 stations 

Daily maximum and minimum air temperature (1980 – 1999), 3 
stations 

Management Fertiliser use survey (DEFRA, 2001) 
Farm management handbook (Chadwick, 2000) 
Local knowledge 

 
In addition, daily discharge and approximately monthly spot water quality samples were 
available (1983 – 1999) for one site (Ellon) on the Ythan.  This site was used as the 
watershed outlet for the modelling.  NO3 constituted almost 100% of total in-stream N; 
therefore, for the remainder of this paper the symbol N will be taken as synonymous with in-
stream NO3.  Observed water quality data were generally biased towards low flows.  As such, 
a linear regression model (R2 = 0.92) (Eq.1) was derived from the relationship between 
discharge Q (m3s-1) and in-stream N load (Tday-1) enabling daily N loads to be estimated for 
the calibration and validation periods. 
 
 135.06822.0 −= QN  Eq.1 
 
The regression estimated daily dataset provided an indication of the timing of peaks and 
troughs in the N load time series that were not well represented in the observed data.  This 
regression dataset therefore helped calibrate and validate SWAT for N load but was not used 
in the calculation of model performance indices. 
 
Model Parameterisation 
     The SWAT ArcView Interface was used to subdivide the Ythan Catchment (above Ellon) 
into 32 subbasins using a 50m DEM.  Each subbasin was parameterised using hydrological 
response units (HRUs), defined from soil and land use maps.  Soil maps for the Ythan region 
are available at the soil series level, while the land cover map was produced as a combination 
of two datasets, LCS88 and Parish Census data.  In total, the watershed was divided into 695 
HRUs.  Management strategies were determined for each crop type grown within the 
catchment.   In general, crops were planted in either spring or autumn following a tillage 
operation and harvested in late summer.  Plant residues were either removed or incorporated 
into the soil with an additional tillage operation following harvest.  Inorganic fertiliser was 
applied as detailed by DEFRA (2001) and organic fertiliser (animal slurries) was spread three 
times per year.  Sheep and cattle were assumed to graze for 365 and 180 days, respectively, 
while pigs and poultry were housed all year.  
     Default values were used for many model parameters, although calibration, based on local 
conditions, was necessary.  To reduce the influence of initial conditions, a four-year model 
warm-up period was allowed prior to simulation.   
 
Calibration and Validation 
     SWAT was calibrated (1984 - 1992) and validated (1992 - 1999) at Ellon using a standard 
split sample technique.  Calibration focused on the water balance before considering N load 
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and N concentration.  Nash-Sutcliffe efficiency coefficients (E) for daily model performance 
are presented in Table 2. 
 
 

Table 2.  Nash-Sutcliffe efficiency coefficients for calibration and validation. 
 

 Calibration Validation 
Discharge 0.80 0.73 
N load 0.65 0.63 
N concentration -5.23 -3.92 

 
     During calibration, discharge parameters affecting the split between groundwater and 
surface water contributions (e.g. CN2) were found to exert the greatest influence on the 
stream hydrograph.  Baseflow comprises approximately 75% of total annual discharge in the 
Ythan and as such dominates the flow regime.  Other groundwater parameters, specifically 
groundwater delay (GW_DELAY) and the groundwater recession factor (ALPHA_BF) 
exerted a considerable influence on the daily hydrograph.  Tile drains were simulated 
underneath all arable and improved grassland to mimic the fast hydrograph response known 
to occur in the catchment (Dunn et al., 1998).  Surface runoff peaks were calibrated using 
SURLAG (surface runoff lag time).  In general, SWAT predictions of low flow periods were 
in line with observed values; however, a number of discharge peaks were underestimated 
(Figure 2a). Good performances for discharge were obtained during both calibration (E = 
0.80) and validation (E = 0.73).   
     Calibration of N load focused on three main parameters, GWNO3 (groundwater NO3 
concentration), NPERCO (N percolation coefficient), and BIOMIX (biological mixing 
efficiency).  Groundwater NO3 concentrations for the Ythan were estimated (on a subbasin 
basis) as the average concentration recorded during summer low flow months when 
groundwater constitutes 100% of flow.  Groundwater NO3 concentrations were significant, 
ranging between 5.0 and 7.5mgl-1.  Under low flow conditions N load exhibited a good match 
with observed values (Figure 2b).  However, numerous peaks were underestimated in 
comparison to the regression estimated daily data.  In general, underestimated N peaks 
corresponded to underestimated discharge peaks, reflecting the strong relationship between 
flow and N load (R2 = 0.92 for Eq.1).  Model performance for N load (determined in relation 
to observed data) was considered to be satisfactory for both the calibration (E = 0.65) and 
validation (E = 0.63) periods. 
     Having achieved satisfactory predictions of both flow and N load, N concentrations were 
calculated using the SWAT predicted flow (m3s-1) and N load (tday-1).  Examination of N 
concentration provided a more rigorous test of the N dynamics of the SWAT model that 
were, in this case, drowned out by the flow effect when load was considered.  Nash-Sutcliffe 
efficiency coefficients for in-stream N concentration were -5.23 for the calibration and -3.92 
validation periods, respectively.  Substantial differences were seen between the predicted and 
observed time series (Figure 2c).  SWAT predicted concentrations were notably lower than 
observed concentrations from late autumn to late spring when measured values were at their 
highest. Concentrations tended to be more similar during the summer months when the 
groundwater is the main source of in-stream N. Generally in the Ythan catchment, higher 
precipitation occurs in spring and autumn with lower precipitation typical of the summer 
period.   Flow through agricultural drains, transporting NO3 to the surface drainage network, 
is associated with precipitation events.  Under-predication of N concentration during the 
autumn to spring period may result from the absence of a routine in the SWAT code for 
nutrient transport through agricultural drains. 
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Figure 2.  Simulated and observed (a) discharge, (b) N load  (c) N concentration at Ellon 

on a daily time step (validation period). 
 

Management Scenarios 
     Following designation of the Ythan Catchment as an NVZ a number of land management 
practices aimed at reducing NO3 runoff and leaching were proposed (SEERAD 2001).  A 
subset of these management practices have been simulated and average annual reductions in 
N load examined in relation to a no change or reference scenario (Table 3).  Since N 
concentrations were poorly represented they have not been considered further.  Simulations 
were conducted over a 12 year period, looking towards 2015 when objectives of the WFD are 
to be met. 
 

Table 3.  Land management scenarios simulated in the Ythan Catchment. 
Scenario Description 
No change / reference Reference scenario.  Inorganic fertiliser applied according to 

levels detailed by the DEFRA fertiliser use survey (DEFRA, 
2001).  Organic fertilisers (slurries) are applied in addition to 
inorganic fertilisers. 

Organic N accounting 
 
Fertiliser reduction  

Nutrient content of organic fertilisers is accounted for and 
inorganic fertiliser use reduced accordingly. 
5, 10, 20 and 30% reduction in inorganic fertiliser levels below 
the organic N accounting level. 

Direct drilling 
No tillage 

Autumn crops sowed using direct drilling. 
No tillage operations. 

No winter cereals Winter-sown cereals are replaced by spring-sown cereals. 
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Results 
 

     Figure 3 presents average annual percentage changes in in-stream N load (Figure 3a), NO3 
leaching (Figure 3b), and discharge (Figure 3c) under the nine simulated management 
scenarios.  Percentage change, a measure of effectiveness, was calculated in relation to the no 
change reference scenario.  Changes in monthly N loads and average monthly discharge (also 
calculated in relation to the no change scenario) are given in Figure 4 for three of the 
scenarios, organic N accounting, direct drilling, and no winter cereals.  For clarity, the 
additional fertiliser reduction scenarios (5, 10, 20, 30% reductions below the organic N 
accounting level) have not been presented in Figure 4.  The same monthly pattern of N load 
reduction, although larger amounts, were predicted for the additional reduction scenarios as 
for organic N accounting scenario. 
 

 
Figure 3.  Predicated average annual % change in (a) N load, (b) NO3 leaching, (c) 

discharge under different management scenarios. 
 
 

     Simulations indicate that fertiliser reduction scenarios will be the most effective in terms 
of reducing annual N load and NO3 leaching (Figure 3).  Reductions in average annual N load 
were small compared to decreases in fertiliser application.  However, the reduction in NO3 
leaching was substantial, in excess of reductions in fertiliser use.  Since SWAT does not trace 
leached nitrate through the shallow aquifer the model does not account for changes in 
groundwater NO3 concentrations during a simulation. This is a significant limitation with 
regard to prediction of long-term changes in surface water NO3 concentrations in the Ythan 
Catchment. The impact of reduced NO3 leaching on the NO3 concentration of groundwater 
entering streams will depend on the residence time of groundwater within the aquifer and 
subsurface storage.  The largest monthly reductions were seen in September, October, 
November, and December indicating that less N remained in the soil at the end of the 
growing season (Figure 4).  Little change was seen in the flow regime under the fertiliser 
reduction scenarios. 
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Figure 4.  Predicted average monthly % change in (a) N load and (b) discharge under 

three of the management scenarios. 
 
     Changing cropping patterns, replacing winter-sown with spring-sown cereals, was 
estimated to result in an approximately 2.5 and 5% decrease in average annual N load and 
NO3 leaching (Figure 3).  Average annual discharge was predicted to increase in the order of 
1.75% under this regime.  The largest reductions in monthly N load were predicted to occur 
in the summer months (June to September) and November during which monthly discharge 
increased between 0.4% (August) and 3.7% (September) (Figure 4).  Given the positive 
relationship between discharge and N load in the catchment, these results suggest that the 
predicted reduction in N load is associated with changes in management rather than changes 
in discharge. The monthly reductions in N load can be explained by differences in the timing 
of (1) fertiliser applications and (2) fertiliser uptake by winter versus spring crops.   
     Scenarios related to tillage practice (direct drilling and no tillage) were predicted to 
increase N load, NO3 leaching and discharge (Figures 3 and 4).  Increases were thought to 
reflect predicted decreases in crop yield and as such reduced water and nutrient uptake under 
these tillage regimes compared to the no change scenario. 

 
Discussion 
 
     SWAT was successfully calibrated and validated for daily discharge and N load indicating 
that the model is suitable for prediction of current conditions within the Ythan catchment.  In 
general the simulated time series were in line with observed data although some N load peaks 
were thought to be underestimated.  A strong relationship was seen between discharge and N 
load, highlighting the importance of achieving a good prediction of discharge before 
considering water quality parameters.  Predictions of N concentrations, on the other hand 
were poor, indicating that there were problems simulating the nitrogen dynamics in the 
region, particularly during the winter months. Agricultural drainage has been identified as a 
potentially important pathway for N transport in the Ythan Catchment.  Included as a 
hydrological pathway only, there is currently no routine within SWAT to simulate nutrient, 
sediment or pesticide transport through agricultural drains. 
     The suitability of SWAT for use in development of a WFD RBMP for the Ythan 
Catchment depends on the ability to predict pollutant fluxes under a variety of environmental 
conditions.  Prediction capability has been examined through the simulation of a number of 
policy-relevant land management scenarios for the reduction of NO3 runoff and leaching.  In 
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total, nine scenarios, falling into three general categories (fertiliser reduction, cropping 
patterns, and tillage) were simulated.   On an average annual basis fertiliser reductions were 
found to be most effective in terms of reducing in-stream N load and leaching.  Also, 
switching from winter-sown to spring-sown cereals resulted in more targeted monthly 
reductions in N load focused around the more biologically active months of the year (July, 
August) when NO3 uptake by algae is greatest.  No data was available to validate these model 
forecasts.  The uncertainty associated with these scenario predictions has yet to be quantified.   
     Following simulation of the management scenarios, a potential limitation of the SWAT 
model for use in simulating long-term scenarios was identified.  SWAT does not trace 
nutrients through the shallow aquifer. Therefore, any nutrients leaching out of the bottom of 
the soil profile are lost from the simulation.  In a groundwater dominated catchment with high 
groundwater NO3 concentrations, like the Ythan, this can have a notable impact on in-stream 
N load.  Simulations indicate a substantial decrease in NO3 leaching out of the bottom of the 
soil profile under reduced fertiliser regimes. This reduction in leaching is, however, not 
reflected in groundwater NO3 concentrations that remain static throughout the duration of the 
SWAT simulation.  The time taken for reductions in NO3 leaching to become evident in 
baseflow NO3 concentrations will depend on the residence time of the groundwater and 
volume of storage in the subsurface.  The groundwater model, MODFLOW has been 
successfully linked with SWAT (Conan et al.,2003; Sophocleous and Perkins, 2000; 
Sophocleous et al., 1999).  Coupling SWAT with a suitable groundwater model may enable 
more accurate predictions of in-stream N load in the Ythan.  However, as little is known 
about the properties of the shallow aquifer, additional experimental work will be required to 
enable parameterisation of a groundwater model application in the Ythan Catchment.  
Additionally, model predictions are likely to be improved by increased knowledge of land 
management practices, particularly the amount and timing of fertiliser and slurry 
applications, in the regions that have a significant influence on both N load and N leaching.  
Currently, only general management information is available for the Ythan.  Detailed land 
management data is rarely available. 
     The scenarios simulated in this study were all characterised by broad catchment scale 
changes to land management.  In reality, however, many changes to farm management 
practice are likely to occur at the field scale.  Installation of buffer strips along the edge of 
watercourses, for example, has been identified as a practice capable of reducing in-stream 
sediment in addition to nutrient (N and P) load concentration.  Small scale practices such as 
these can be difficult to simulate effectively within catchment scale models due to differences 
in the scale at which the processes occur and models operate.  Given that SWAT uses HRUs 
that are not spatially located within subbasins; simulation of management practices associated 
with specific land parcels cannot be easily achieved. 

 
Conclusions 
 
     Although successfully applied to predict current conditions within the Ythan catchment, 
the suitability of SWAT for long-term forecasting of N load under different land management 
regimes in the Ythan region has been questioned.  Two limitations to the current model set-up 
have been identified (1) lack of a comprehensive groundwater component for tracing leached 
nutrients through the underlying aquifer and (2) problems associated with simulation of more 
localised management practices such as buffer strips.  Despite these limitations the SWAT 
model proved a useful tool for evaluating a number of land management practices within the 
Ythan Catchment.  Difficulties associated with prediction of small-scale management options 
are typical of many large-scale catchment scale models.  In terms of the development of 
RBMPs, a nested modelling approach may be more effective.  This approach would involve 
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the use of catchment scale models to evaluate broad-scale management changes and farm or 
field scale models to evaluate more small-scale practices. 
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Abstract 
 
 Watershed management is a widely accepted approach for optimal use of soil and water 
resources.  Therefore, watershed modeling incorporating hydrological processes plays a 
crucial role in proper planning and development of local resources.  Invariably, one of the 
major difficulties encountered with the use of hydrological models is the requirement to 
calibrate the model in the target area.  For the purpose of calibration, most of the 
hydrological models require a long series of observed runoff data.  These series of data are 
usually not available for small watersheds.  Therefore, it is imperative that hydrological 
models which can overcome this requirement be identified.  One such hydrological model, 
SWAT (Soil and Water Assessment Tool), has been identified and implemented in Tehran-
Amameh, a mountainous, snow-bound, 37.20 km2 watershed in Iran. 
 This study provides insight into the working of the continuous, distributed water-
balance model SWAT.  The major objective of this study was to assess the applicability of 
the model in ungauged watersheds.  These findings are important in view of the fact that it 
is impractical to gauge small watersheds, which are accepted as viable planning and 
management units throughout the world. 
 It has been shown that use of the model on ungauged watersheds is not optimal since it 
is not always possible to define model parameters.  However, through the use of a small 
series of observed flow data (about one year), the model performance has been appreciably 
enhanced.  The character of the watershed is reflected through the observed flow and is not 
attainable from any other information.  The structure of the SWAT model proved to be very 
stable, but the snow component of the model needed improvement and was therefore 
modified. 
 During the course of simulation analysis it was observed that the selection of an 
appropriate interval for analysis is very important.  For example, if the simulation results 
appear to be adequate at the monthly interval, they may not necessarily be adequate at the 
daily interval, and vice versa.   
 The capability of the model to simulate the sediment yield is shown.  Interestingly, the 
improvement in water yield simulations corresponded to improvements in sediment yield, 
which shows that the model is sufficient for sediment yield simulations. 
 
 
Introduction 
 
 Soil and water are among the basic natural resources necessary for human survival.  
Unfortunately, these resources are being depleted due to unchecked growth in population, 
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thereby accelerating changes in land units and overall mismanagement of the watershed.  
The consumption of food increases as the population grows; therefore, agricultural 
production must increase.  To produce more, farmers must make use of inconvenient lands 
such as those on steep slopes of hills and mountains.   
 During the later half of the 19th and the first half of the 20th century, many engineers’ 
empirical methods or models were derived from empirical observations.  But they could not 
solve the problems at a generic level because each watershed has different hydrological 
behavior and topographically specific characteristics.  Also, only inadequate or incomplete 
data, and at times no data, are available for ungauged catchments.  In this study an effort 
has been made to bridge the gap created by the unavailability of this data.  A physically 
based model is needed, which can be used for ungauged watersheds.  In this study the 
SWAT model is applied to the Amameh Catchment (one of biggest subcatchments of the 
Latian Basin) located in Tehran, Iran. 
 The first goal of this study was to identify a hydrological model which is capable of 
simulating the small watersheds and thereby is suitable to be used as a watershed 
management tool.  Secondly, the SWAT model was evaluated in one specific watershed, 
the Amameh Catchment, with respect to ease of calibration. 
 
 
Methodology 
 
 A topographic map, areal photo, field data, recording station and GIS tools were used in 
this study.  The extent of the catchment data plays a major role in deciding the type of 
model that can be used.  In the selected catchment, the extent of the data was reasonable for 
SWAT simulation.  Data on physio-topography as well as the hydro-meteorological 
parameters of the catchment were collected.  The physio-topography data are static, and 
were measured and organized in the field.  This data includes parameters such as 
topography, physiographic data, geology, soils, erosion, and land use changes.  Land use is 
very important in this study; therefore, measurements of this parameter were completed 
with great precision. 
 The dynamic data was organized into meteorological and hydrological data.  These data 
were gathered from two recording stations, Baghtangeh and Kamarkhani.  All of the input 
and output files for each subunit of the basin were organized in a file with a CIO extension.  
The analysis was then carried out with selected model parameters. 
 
 
Results and Conclusions 
 
 In several tests within the study area it was found that, in general, eleven parameters 
influence the model.  Some of these are shown in Figure 1.  One of the major objectives of 
this study was to assess the applicability of SWAT in ungauged watersheds.  The various 
steps taken to achieve this objective are as follows: 

1. It was assumed that the SWAT model is fully capable of simulating the catchment 
through the parameter set defined with respect to the observable and derived 
characteristics as per the recommended procedure.  This evaluation was performed 
on a monthly scale. 



3rd International SWAT Conference 

 410

2. It is important to have some minimum observed flow data, and as little as one year 
of collected data has been demonstrated to be sufficient for understanding the 
characteristics of the catchment.  An attempt was made to identify which processes 
of the model need improvement. 

3. The important issue of interval of simulation was also addressed.  The desired 
simulation interval might change with respect to the problem in question.  In some 
situations, the monthly flow volume may suffice, whereas in other situations, the 
daily flow rates may be required.  SWAT is a daily time-step model.  Moreover, the 
real response of some of the model components can only be observed at the daily 
interval.  It was demonstrated that at some stages the analysis of daily output can be 
quite useful. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Sensitivity of the model to parameters using the total sum of squared 
residual (TSSR) statistics. 
 
 
Water Yield Simulation 
 Emphasis was given to two aspects of yield simulation, water and sediment. 
The first element of yield in a watershed is the water yield.  As a first step, the validity of 
the SWAT model, in terms of ungauged catchment simulations, was explored. 
Simulation of an Ungauged Catchment 
 In this step, although some observed data was available for the study area, it was 
assumed that the study area was an ungauged watershed.  Therefore, the observed flow data 
was not used in these simulations.   
 
     Two questions were posed for evaluating the model:   
 1) How much error can exist in the simulation results if there is no observed data to  
       measure against?   
 2) What is the minimum duration for observed flow data required to sufficiently  
       identify the characteristics of a watershed? 
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     For the first question, the upper subcatchment of the Amameh Catchment was used.  
The Amameh Catchment is in a mountainous region and most of the land has been 
allocated to rangeland with a variety of range plants.  Four years of observed flow data for 
this catchment, 1973 to 1976, was utilized for comparison with the simulated results.  It 
appears that at least  two years of data are sufficient for such a comparison.  The first year 
of simulation was highly affected by the assumed initial conditions of the watershed, and 
serves as a “warm-up” period for the model.  However, two additional years were also 
included in this analysis.  Table 1 outlines the salient parameters, which were arrived at 
using the procedures recommended for the SWAT model. 
 
Table 1. Summary of runs depicting improvement in model performance in the 
Amameh Catchment. 
No Parameters of 

the model 
Run 
1 

Run 
2 

Run 
3 

Run 
4 

Run 
5 

Run 
6 

Run 
7 

Run 
8 

Run 
9 

Run 
10 

1 FFC * 2 2 2 *3 3 *2 2.oo *1.15 1.15 1.15 
2 TC *2.5 2.5 2.5 2.5 2.5 2.5 2.5 *2.00 2.00 2.00 
3 CCT X **0.31 0.31 0.31 0.31 0.31 *0.416 0.416 0.416 0.416 
4 T-Laps X X **7.3 7.3 7.3 *5.65 5.65 *744 7.44 7.44 
5 CN II 81 81 81 **81 *72 72 72 *60 60 60 
6 ABF 0.065 0.065 0.065 *0.065 *0.0065 0.0065 **0.49 0.049 0.049 *0.037 
7 Soil Depth (z) 590 590 *640 640 *683 683 683 683 *966.7 966.7 
8 Revape 0.00 0.00 0.00 0.00 0.00 0.85 *0.115 0.115 0.115 0.115 
9 Crack-flow X X X X X X 2 2 *1 1 
10 Sc * 1.65 1.64 1.64 1.64 *14.84 14.84 14.84 *6.98 6.98 6.98 
11 K 0.2 *0.01 0.01 0.01 *0.15 0.15 *0.25 0.25 0.25 0.25 
12 Mgt (No 

Crop) OBS 
23-19 23-19 23-19 23-19 23-19 23-19 23-19 23-19 23-19 23-19 

 1973 583 357.4 799.4 542.6 520.70 525.05 711.80 712.90 649.6 596.00 563.20 
 1974 564 341.3 598.9 442.9 420.60 414.40 560.50 555.80 559.50 352.00 538.84 
 1975 726 466.4 846.5 613.10 566.90 596.10 805.60 788.20 806.74 449.0 744.00 
 1976 643 662.02 753.0 493.20 489.04 473.30 629.30 602.40 615.50 673.0 723.00 
TSSR 
1973 to 
1976 

Month 125361 314690 82019 53765 48057 52422 43817 43788.0 37240 13318 

 Year 168.54 66464 51430 73389 71392 23137 22267 11769 11336 1793 
NS 
1973 to 
1976 

Month 0.063 -1.35 0.387 0.59 0.641 0.608 0.668 0.67 0.722 0.900 

 Year -9.54 -3.17 -2.22 -3.6 -3.47 -0.45 -0.39 0.26 0.289 0.887 
 

*   the value of a parameter was changed 
** the input parameter value changed from an annual to monthly interval (Same value  
          is given 12 times) 
 

Improvement in Simulation 
 Having obtained poor results for the ungauged simulation, it was decided to add 
minimum flow data for the catchment.  This was achieved through manual calibration 
where visual interpretation was made for the monthly simulation results.  Although the 
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simulation plots for four consecutive years of observed and simulated monthly flow depths 
were used, a shorter sequence of about two years of data would have been sufficient. 
 Eight parameters played a significant role in the model.  These are CCT, CNII, Z 
(Depth of Soil), T-laps, SC, ABF, TC and REVAPC (Figure 1).  The following sections 
demonstrate the systematic sequence in which improvements were made through the visual 
interpretation of the simulation results.  The improvements in the model are also quite 
appreciable in the daily simulation.  The final simulation could be considered quite good by 
any standard, be it the NS value of 0.90 or the flow simulation at the monthly or the daily 
time-step. 
 
Simulation of the Entire Catchment 
 The simulation for the same years, 1973 to 1976, was also performed for the entire 
Amameh Catchment using the general common parameters of run 10, along with the local 
parameters of the Kamarkhani sub-catchment.  Table 2 shows the summary results of the 
Baghlangeh sub-catchment and the entire Amameh Catchment, including the Kamarkhani 
sub-catchment. 
 
 
Table 2. Summary of water yield simulations in the Amameh Catchment with 10 
years of data. 

Baghtangeh Sub-catchment  Entire catchment 
R2 
Reg. Slope 
Test of TSSR 
Test of NS 
Mean Measurement 
Mean predicted 
STD DEV Measurement 
STD DEV Predicted 

= 0.906 
= 930 
= 13318 
= 0.90 
= 52.4 
= 51.4 
= 53 
= 55 

R2 
Reg. Slope 
Test of TSSR 
Test of NS 
Mean Measurement 
Mean predicted 
STD DEV Measurement 
STD DEV Predicted 

= 0.785 
= 1.093 
= 22233 
= 0.717 
= 41 
= 31 
= 41 
= 33 

 
 
Simulation Performance on the Remaining Period 
 Because four years of data were used to improve the parameters of the model, it was 
useful to evaluate the performance of the model using these parameters for the remaining 
years.  The philosophy of simulation dictates that if the representative set of model 
parameters has been obtained, then the same set should produce acceptable simulation 
results for any period in the future, provided no man-made changes occur in the study area.   
 The performance of the entire catchment was obtained by extending the characteristics 
for the upper sub-catchment to the lower sub-catchment.  The results were not as good due 
to the fact that the lower sub-catchment may not be representative of the upper area.  
However, the performance was not terrible.  This brings us back to the same premise that it 
is essential to explore the true characteristics of the basin using the observed hydrological 
response before any reasonable water yield simulation is attempted. 
 
Sediment Yield Simulation 
 In this step, the capability of the SWAT model to simulate soil erosion rates and  
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sediment yield (suspended sediment load) was evaluated.  Land use/land cover in the 
Amameh Catchment includes rangeland, rock, urban, and agricultural land.  Rangeland 
covers 72% of the catchment area, 26% is covered by rock, 1% by urban area, and the rest 
of the area is covered with agricultural and orchard lands.  A litho formation called marl is 
very prevalent and creates a type of erosion called Hezar-darreh.  This is the main source of 
fine sediment in the catchment.  Because the soil parameters were so completely identified 
for the catchment in question, only the soil erodibility factor (K) was changed in this 
analysis.  The results for the subcatchments Baghtangeh and Kamarkhani are shown in 
Table 3. 
 

Table 3. Summary of Results of Sediment Yields for the Amaneh Catchment. 

Baghtangeh Sub-catchment  Kamar khani Sub-catchment  

Duration Subject Result Subject Result 

Monthly R2 0.761 R2 0.051 

 TSSR 0.72 TSSR 11.5 

 NS 0.412 NS 0.93 

Annually R2 0.631 R2 0.010 

 TSSR 0.47 TSSR 16.2 

 NS 10.9 NS 3.167 

 Sediment Yield T/h 0.48 
Sediment Yield 

T/h 
0.65 
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Abstract 
 
 The SWAT (Soil and Water Assessment Tool) water quality model is designed to assess 
nonpoint and point pollution and conduct agricultural management scenario comparisons.  The 
model's simulation accuracy was evaluated with hydrologic monitoring data collected from the 
South Fork watershed in Iowa.  This watershed represents the most intensive region for row-crop 
and livestock production in the Midwest.  The model, in its latest version, was applied using 
AVSWAT-X, the interface with ArcView 3.3 GIS software.  AVSWAT-X provides an 
extendable environment including the optional usage of SSURGO data maps and derived soil 
parameters.  Land use-land cover input maps and classes were primarily based on the NASS 
Crop Data Layer 2002 enhanced by Iowa Gap analysis data.  Climate data from 1990 to 2004 
were incorporated.  Three years of crop rotation and conservation practice data were combined to 
establish Management scenarios' effects on the impairment of South Fork watershed waters.   
Initial results of hydrologic validation will be presented. 
 
 
Introduction 
 
 The Natural Resources Conservation Service (NRCS) and Agricultural Research Service 
(ARS) are quantifying the benefits of the USDA conservation programs, under the Conservation 
Effects Assessment Program (CEAP).  The impacts of conservation practices exist at the field 
level; however CEAP is designed to measure conservation effects for larger areas, such as 
watersheds, due to their inclusion of more complex interactions.  The South Fork of the Iowa 
River is one of the ARS Benchmark Watersheds.   
 The SWAT model is being enhanced to optimize its ability to accurately simulate water 
quality processes affected by best management practices (BMPs).  This version of SWAT2003 
includes the tile drain component and modifications related to streamflow.  The tile drainage 
component (Arnold et al., 2003) is important for the watershed water balance as well as its role 
in agricultural pollution transport (Baker et al., 1975; Logan et al., 1994).   Du et al.  (2003) 
assessed the applicability of tile flow in SWAT2003 for nine years.  They found that SWAT2003 
estimated monthly flow reasonably well (E value up to 0.75).  The daily flow had lower accuracy 
with E values from 0.43 to 0.52.  The objective of this study was to evaluate the model’s 
accuracy in simulating streamflow with the tile flow component and additional parameters for 
the South Fork watershed (SFW) located in central Iowa.  The evaluation and refinement of N 
and P routines in SWAT2003 are next on the agenda.     
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Watershed Description 
 The South Fork of the Iowa River covers about 78,000 ha, including tributaries of Tipton and 
Beaver Creeks (Figure 1).  It is representative of the Des Moines Lobe, the dominant landform 
region of north-central Iowa.  The terrain is young (about 104 y since the last glacial retreat), and 
therefore natural stream incision and development of alluvial valleys has only occurred in the 
lower parts of the watershed.  The upper parts of the watershed are occupied by till plains and 
marginal moraines that have many internally drained “prairie potholes.”  

 
Figure 1. Distribution of temperature, raingages, and USGS gage SF450 and sampling 
locations in the SFW, IA used by SWAT2003.   
 
 
 Soil wetness is a major concern for land management and agricultural production for this 
region.  Hydric soils occupy about 54% of the watershed.  Artificial drainage was installed to 
allow agricultural production, beginning more than 100 years ago.  Subsurface tile drainage and 
dug ditches have significantly decreased surface water storage and hastened the routing of water 
from the watershed.  Today about 85% of the land area is under corn and soybean rotations.  The 
South Fork watershed contains some of the most intensive row-crop and livestock production in 
the Midwest.  There are nearly 100 confined animal feeding operations in the watershed, most 
producing swine.  Two major subbasins, Tipton Creek (19,850 ha) and the upper South Fork 
(25,600 ha), contain most of the livestock.   
 The soils are highly productive, with the Clarion-Nicollet-Webster soil association being 
dominant, forming a sequence (respectively) of well-drained Typic Hapludolls, somewhat poorly 
drained Aquic Hapludolls, and poorly drained Typic Haplaquolls (National Cooperative Soil 
Survey, 1986; Soil Survey Staff, 2003).  The potholes are occupied by very poorly drained 
Okoboji soils (Cumulic Haplaquolls), often with calcareous and poorly drained Harps soils 
(Typic Calciaquolls) on their margins.   
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Methodology 
 
Input Data 
Hydrologic discharge data 
 The USGS established a gauging station near New Providence in 1995, as part of the Eastern 
Iowa Basins NAWQA program (Becher et al., 2001).  Hydrologic and water-quality monitoring 
were expanded, and by early 2001 additional gauging stations were established (Figure 1).  
Stream stage height was determined using bubbler-type water level recorders.  Periodic 
measurements of cross-sectional depths and flow velocities under varying flow conditions were 
used to establish and maintain rating curves defining a relationship between stage height and 
discharge at each station.  These cross-sectional measurements were made during and/or after 
major events, to identify changes in the rating curves that can be affected by changes in the 
stream bed.  Hydrologic data were maintained in a WISKI hydrologic database 
(http://www.jbsenergy.com/Instruments/WISKI/wiski.html), which includes customized 
software that automatically accounts for changes in rating curves, and interpolates missing or 
aberrant data using methods that conform to USGS protocols for processing hydrologic data.   
 
Precipitation and temperature data  
 Daily precipitation totals were obtained from the National Oceanic and Atmospheric 
Administration’s (NOAA) National Climatic Data Center (NCDC) (http://www.ncdc.noaa.gov) 
for the eight raingage stations within and adjacent to the watershed (Figure 1).  Daily maximum 
and minimum temperatures were obtained from two NCDC stations.  The time period for this 
data ranged from 1995 to 2004.  The Penman-Monteith method was selected for potential ET 
calculation. 
 
Land use data  
 Cropping rotations were determined using annual classified satellite data made available by 
the National Agricultural Statistics Service (USDA-NASS) 
(http://www.nass.usda.gov/research/Cropland/SARS1a.htm).  The classification is carried out by 
NASS to estimate acreages of different crops that are planted in several states each year.  Two 
years of classified data (2002-2003) were overlaid to map the dominant crop rotations occurring 
on agricultural lands within the watershed.  Agricultural lands were identified using digitized 
agricultural field boundaries within the watershed obtained from local Farm Service Agency 
(USDA-FSA) offices.  These overlay combinations were grouped to represent cover types of 
crops.  The crop rotations were further divided according to whether manure or commercial 
fertilizer applications would be expected.  The land use classes plotted included: corn-soybean 
(CNBN (no manure)and CBMN (with manure)); soybean-corn (BNCN and BCMN); continuous 
corn (CCRN and CCMN) on the agricultural lands, plus pasture (PAST), wetlands (WETN), 
forest (FRSD) and urban (UTRN) areas on the non-agricultural land.  Rotations were defined 
based on the sequence of crops observed in each field across the two years of record.  The urban 
class was assigned to roadways, towns, and farmsteads. 
 Animal feeding operations were digitized, based on the interpretation of a rectified mosaic of 
infrared photographs acquired in May 2002 by Iowa’s DNR 
(http://ortho.gis.iastate.edu/cir/cir.html).  The digitized buildings allowed location and size (floor 
area) of the confinement buildings to be estimated.  Agricultural areas surrounding the CAFOs 
were classified as receiving manure, based on their size, number, and distance to nearby 
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confinement buildings.  We assumed that all confinement buildings produced swine, with a deep 
pit, wean to finish operation.  A livestock density of one animal per 0.75 m2 was assigned (B.  
Kerr, USDA/ARS, personal communication, April 2004).  Although we do not have information 
on the exact types of operations in the watershed, finishing operations are the most common 
type, and nearly all of the CAFOs produce swine.  Most CAFOs (approximately 60 out of 110) 
lack external manure storage (i.e.  lagoons were not present on the photos) and are presumed to 
be deep pits.   Nutrient excretion rates per animal per day of 23 g N d-1 and 18 g P d-1, typical of 
pumped deep-pit manure (Lorimer et al., 2000), were used to estimate the potential load of 
nutrients that could be produced by each operation assuming full livestock occupancy.  This 
totals approximately 9.9 kg N y-1 and 6.6 kg P y-1 per square meter of building area.  Assuming 
an N-based manure application of 200 kg N ha-1 for each year of corn, with about 433,500 m2 of 
confined feeding operations in the watershed (based on digitized data), we estimate that 21,350 
ha (27% of the watershed) has manure applied.  This allows for NH3 volatilization losses of 10%, 
which is a conservative value for injection, the dominant practice in the area.  The application 
results in an estimated volumetric rate of slurry application of 41.1 m3 ha-1, which is within the 
range of injection application rates, reported by Lory et al. (2004), for a representative set of 
confined swine operations with deep-pit manure storage in this region. 
 The locations of manure-applied land were modeled by spreading N from each facility to 
increasingly sized circles (in 40 m radius increments, without overlap) (Figure 2) until the area 
could accept the N loading from the facility at a 200 kg N ha-1 rate for corn (100 kg N  ha-1 y-1).  
The rates were modified for the rotation by assigning the full rate to continuous corn, and half 
the rate to the corn-soybean and soybean-corn rotation areas.  This reflects the relative (and 
estimated) frequency of corn and assumes manure is not applied to soybeans. 
 
Topographic Data  
 The basin was divided into 45 subbasins using the automated delineation tool in AVSWAT-
X (DiLuzio et al., 2004a) based on the 30 m DEM (digital elevation model).   

 
Figure 2. Land use classification and manure application areas for the SFW.   
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     The tile mains are digitized from county records.  The drainage districts tend to follow the 
watershed subbasins where there are intrinsically poorly drained soils.  Approximately 80% of 
the agricultural land is tile drained.   A standard tile drain depth of 2.5 m (depth to impermeable 
layer (depimp)) for the entire basin was used in this study to account for tile flow (Table 1).  The 
tile drains were used to reduce the water content to field capacity with 24 hours; therefore, the 
time to drain (tdrain) soil to field capacity was set at 24 hours.  The drain tile lag time (gdrain) 
and depth to drainage (ddrain) were set to 96 hours and 1 m, respectively (Table 1).   
 
AVSWAT-X 
 The SWAT model was set up using AVSWAT-X, an upgrade of AVSWAT (ArcView GIS – 
SWAT) (Di Luzio et al., 2004a), a software system linking ArcView 3.x Geographic Information 
System software and the model.  AVSWAT is designed to define watershed hydrologic features; 
store, organize, and manipulate the related spatial and tabular data; and analyze management 
scenarios.  AVSWAT-X provides an extendable environment including optional customized 
capabilities, such as the SEA (SSURGO Extension for AVSWAT), automatic calibration tool, 
the Land Use / Land Cover class splitting tool and others in preparation. 
 In AVSWAT-X, the SEA extension (Di Luzio et al., 2004b) has been applied to process and 
manage the variously formatted SSURGO (Soil Survey Geographic) data sets and to create the 
needed digital soil maps, generate and store the required soil physical and hydraulic model input 
parameters derived from pedo-transfer functions, and seamlessly include them in the South Fork 
watershed modeling framework.  The soil surveys data sets processed for the South Fork 
watershed include Hardin and Hamilton counties. 
 
Model Evaluation and Calibration Methods 
 SWAT2003 was calibrated to the South Fork watershed’s average annual flow.  The SF450 
USGS gage station discharge data from 1996-2001 were used for the calibration and validated 
from 2002 and 2003.  The parameters adjusted for calibration are listed in Table 1.  Due to tile 
flow, more parameters were altered for calibration than are usually required.  The soil 
evaporation compensation coefficient (esco), CN2 (condition II runoff curve number), FFCB 
(initial soil water storage expressed as a fraction of field capacity water content), PHU (potential 
heat unit), Surlag (surface runoff lag time), and ICN (based on the SCS runoff curve number 
procedure and a soil moisture accounting technique) and its CNcoeff (curve number coefficient) 
(Williams and LaSeuer, 1976) were kept within reasonable ranges.   
 
 
Table 1. SWAT2003 Input parameters for calibration and validation for South Fork           
Watershed site 450. 

ESCO FFCB CN2 CNcoeff Surlag 
(days) 

Depimp 
(mm) 

Ddrain 
(mm) 

Tdrain 
(h) 

Gdrain 
(h) 

PHU 

0.5 0.8 -12 0.5 0.35 2500 1000 24 96 1500 
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Results and Discussion 
 
Water Balance 
 Initial calibrations of SWAT were performed based on the measured annual stream discharge 
data at the 450 site of SFW from 1996-1999 (Table 2).  The annually averaged simulated stream 
discharge (251.8 mm) is 98% of the measured average value (257.2 mm).  The validation period 
of 2000 through September, 2004 resulted in the simulated average discharge (171.6 mm) 
accounting for 88% of the measured average discharge (194.1 mm).  The water balance breaks 
down accordingly: precipitation 787.4 mm; ET 557 mm; groundwater flow 10.6 mm; tile flow 
102.9 mm; lateral soil flow 5.7 mm; and surface flow 109.7 mm.  The baseflow ratios for the 
USGS filtered and SWAT2003 simulation were 65% and 53%, respectively.  We assumed that 
baseflow from SWAT included tile flow, lateral soil flow, and groundwater flow.  The lower 
value for the SWAT2003 simulated baseflow ratio may indicate that the tile flow component 
could be higher, therefore resulting in a greater baseflow value. 
 
 
Table 2. Comparison of measured and simulated stream discharge for SFW.   
Year Measured (mm) Simulated (mm) 
1996 179.0 129.6 
1997 295.7 257.8 
1998 424.5 389.0 
1999 331.7 328.0 
2000 37.6 83.7 
2001 274.5 322.4 
2002 221.4 187.9 
2003 170.0 203.3 
2004 191.0 123.6 
Ave. 236.2 225.0 
 
 
 Table 3 provides the descriptive statistics demonstrating that there is no statistically 
significant difference (α=0.05) between the means and variance for the measured and simulated 
values annually or monthly.  The annual comparison included all of the values from 1996 to 
2004 while the monthly included the events (22) that had measured stream discharge values 
greater than 30 mm.  Du et al.  (2003) also found a lack of statistical significance between the 
measured and SWAT2003 simulated annual data.  They found that SWAT2003’s simulated 
discharge values were closer to measured values than that of SWAT2000.   
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Table 3. Annually and monthly comparisons of the measured and simulated data for the 
SFW at USGS site SF450.    
 Measured   Simulated Measured  Simulated 

 Annually (mm) Monthly (mm) 
Mean 236.2 225.0 54.5 55.8 
Standard 
deviation 

111.2 105.7 1.8 4.2 

 
 
 The coefficient of determination, R2, and Nash-Sutcliffe coefficient, ENS, (Nash et al., 1970) 
are included in Table 4.  With the exception of 2000 and 2004 the average relative percent 
difference between measured and simulated values was 14.6% ranging from 1.1% (1999) to 
27.6% (1996).  The yearly R2 values are acceptable while the validation E value raises concern 
regarding SWAT2003’s ability to accurately simulate discharge through 2003 and September, 
2004.  E values for the annual calibration and validation periods were 0.95 and 0.25, 
respectively, indicating that SWAT2003 did not satisfactorily simulate annual streamflow; 
however, the water balance values are within the appropriate ranges.   
 
 
Table 4. E and R2 values for monthly and annual discharge at SF450 of SFW.   
 R2 ENS  R2  ENS 

 Annually Monthly 
Calibration (96-99) 0.98 0.95 0.87 0.57 
Validation (00-04) 0.72 0.25 0.84 0.23 
 
 
 To gain insight into this annual discrepancy, we evaluated the monthly flows (Figure 3).   
  The largest measured and simulated monthly discharge event (June, 1998) had the values of 
148.4 mm and 145.5 mm, respectively.  The second largest event (May, 1999) had less than a 4% 
flow difference.  After these two events, the disparity between the measured and simulated flows 
varies considerably for nine out of the next 15 events.  SWAT2003 overestimated discharge by 
an average of 37 mm (64% of simulated data) for five out of 15 of the largest events and 
underestimated four of the 15 largest events by 31 mm (56% of measured data).  This indicates 
that no clear trend existed for over- or underestimation by SWAT2003.   
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Figure 3.  Monthly simulated and measured discharge at USGS site SF450 of SFW. 
 
 
 The calibration period contained one dry year which was balanced by the other years which 
included large discharge events resulting in a high E value.  Because the validation period did 
not contain discharge events as large as the ones in 1998 and 1999, we reevaluated which years 
should be considered the calibration and validation periods.  These periods were also assessed 
since an extended dry period did not exist in the calibration years.  As a result, the calibration 
period was changed from 1996 to 1998 and the validation period from 1999-2002.  With this 
new division, each period contained one of the two largest events and the dry years that were not 
present during the calibration period were removed.  The annual calibration and validation R2 
values became 0.97 and 0.88 and the E values became 0.84 and 0.52, respectively.  The monthly 
calibration and validation R2 values changed to 0.86 and 0.81 while the E values became 0.86 
and 0.62, respectively.  These E value improvements reveal that the simulated yearly and 
monthly streamflows for the calibration and validation periods were well matched to the 
measured data.  The alteration to the calibration and validation years indicates that in order to 
satisfactorily validate cyclic data, the calibration period must contain those cycles as well.       
 
 
Conclusion 
 
 The SWAT2003 model with a modified tile drain component was evaluated for nine years of 
measured flow in SFW.  A downstream USGS gaging station (SF450) was used as the outlet site 
of the SFW and was selected to investigate the overall performance of SWAT2003.   The 
presence of subsurface tile drainage systems can facilitate nutrient transport thereby increasing 
environmental pollution concerns.  For this paper, the interest in tile drainage was for its 
contribution to the water balance.  Without its inclusion, the surface flow was overestimated 
resulting in a disproportioned water balance.  The baseflow ratio for the SWAT2003 simulation’s 
first pass was slightly low, indicating that additional work is needed in the tile drainage portion.  
While the initial calibration descriptive statistics (R2 values, means, standard deviations, and 
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average annual discharge) for streamflow were promising, the validation E values demonstrated 
that the monthly (and daily) parameters should be further evaluated.   However, after reallocating 
the calibration and validation periods to include both wet and dry cycles, the validation E values 
increased significantly.  Overall, the monthly results were not as good as the annual results.   
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Abstract 
 
 A GIS-based distributed SWAT (Soil and Water Assessment Tool) model was used to 
simulate the runoff, sediment yield and non-point source pollution load in the Heihe River 
Basin.  The Heihe River is a tributary and the main water supply source of the Yellow River.  
The Heihe River Basin is a typical stock breeding area, and the industry and agriculture are 
not developed.  The main pollution source of the Heihe River is non-point source pollution 
from raising livestock.  With GIS and RS techniques, the non-point source pollution 
database in the Heihe River Basin was established.  Analysis of the SWAT model and 
typical parameters for the Heihe River Basin were examined.  Pollution load and 
transportation rules for pollutants such as nitrogen are illustrated.   
 
Key words:  Non-point source pollution, stock breeding, SWAT, Heihe River 
 
 
Introduction 
 
 Studies of non-point source pollution were extended to several aspects such as the 
investigation, model theory, pollution load evaluation, effective factors, best management 
practices for pollution control, and load cutting measurements.  All of the aspects of 
agricultural non-point source pollution studies were sufficient; however, the study of the 
non-point source pollution from the stock breeding was not.  Thus, it is important to study 
the processes in the pasture.   
 The Heihe River Basin is the main runoff supplier for the Yellow River and is located in 
the Sichuan Province, which is the main pasturing area in China.  It plays a key role in water 
protection for the Yellow River Basin.             
 SWAT (Soil and Water Assessment Tool), a distributed hydrological model, was selected 
to simulate long-term runoff and sediment yield in the study area.  The model has been used 
in several projects by the USEPA, NOAA, NRCS and others to estimate the off-site impacts 
of climate and management on water use and non-point source loads, and has been 
extensively validated across the United States for stream flow and sediment yields (Arnold et 
al., 1998). 
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Methodology 
 
SWAT Model Description 
 SWAT is a hydrological water quality model developed by the United States Department 
of Agriculture-Agricultural Research Service (USDA-ARS) (Santhi et al., 2001).  It is a 
continuous time model that operates on a daily time-step.  A modified version of the SCS 
CN method was used in SWAT for predicting surface runoff yield (USDA-SCS, 1972) 
(Equations 1 and 2): 
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=        R > 0.2S       (1) 
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where Q is the daily surface runoff (mm), R is the daily rainfall (mm), and S is a retention 
parameter.  S varies among basins under various soil, land use, management, and slope 
conditions, and over time responding to changes in soil water content.  The parameter S is 
related to curve number (CN) by (Equation 3):  
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Erosion and sediment yield are estimated for each subbasin with the Modified Universal Soil 
Loss Equation (MUSLE) (Williams, 1975) (Equation 4): 

     ))()()(()(8.11 56.0 LSPECKVqY p=               (4) 

 
where Y is the sediment yield from the subbasin, V is the surface runoff column for the 
subbasin in m3, qp is the peak flow rate for the subbasin in m3 s-1, K is the soil erodibility 
factor, C is the crop management factor, PE is the erosion control practice factor, and LS is 
the slope length and steepness factor. 
 Channel routing consists of flood and sediment routing.  The flood routing model uses a 
variable storage coefficient method developed by Williams (Williams, 1969).  Channel 
inputs include the reach length, channel slope, bankfull width and depth, channel side slope, 
flood plain slope, and Manning’s n for channel and floodplain.  Flow rate and average 
velocity are calculated using Manning’s equation, and travel time is computed by dividing 
channel length by velocity.  Outflow from a channel is also adjusted for transmission losses, 
evaporation, diversions, and return flow.  The channel sediment routing equation uses a 
modification of Bagnold’s sediment transport equation that estimates the transport 
concentration capacity as a function of velocity (Bagnold, 1977) (Equation 5): 

   SPEXP
u VSPCONCY *=                      (5) 

 
where CYu is the sediment transport concentration capacity in g m-3; SPCON is the 
concentration capacity in g m-3 at a velocity of 1m s-1; V is flow velocity in m s-1; and SPEXP 



3rd International SWAT Conference 

 
 
 

425

is a constant in Bagnold’s equation.  The SWAT model either deposits excess sediment or 
reentrains sediments through channel erosion depending on the sediment load entering the 
channel. 
 
Study Area Description 
 The Heihe River Basin (Figure 1) with an area of 7,241 km2 is characterized by grassland 
and swamp landscape.  The Ruoergai Grassland is located in the south part of the basin, the 
Maqu Grassland in the north.  This area belongs to the altiplano seasonal climate zone, and 
the annual average precipitation is about 400–650 mm.  Land uses in this basin are mostly 
pasture and swamp in the upper reaches while pasture and forest are widely spread in the 
lower reaches.  The major soil types are peat bog from the low to high elevation area. 
 
Development of the Database for Heihe River Basin 
 The basic database for the Heihe River Basin was established using ArcView, which 
mainly includes topography, soil and land use maps, as well as climate and land management 
data (Table 1).  Initially, the basin was delineated into subbasins using the digital elevation 
map.  The delineated subbasin map was then overlaid with land use and soil maps.  The 
SWAT model simulates different land use classes in each subbasin. 
 

Figure 1. Map of the study area. 

 
Evaluation of model output 
 Mean, Relative error (Re), coefficient of determination (R2), and Nash-Sutcliffe efficiency 
(Ens) (Nash & Sutcliffe, 1970) were used to evaluate model performance.  The R2 is an 
indicator of strength of relationship between the observed and simulated values.  Ens 
indicates how well the plot of the observed value versus the simulated value fits the 1:1 line.  
If the R2 and Ens values are less than or very close to zero, the model performance is 
considered “unacceptable or poor”.  If the values are equal to one, then the model prediction 
is considered to be “perfect”. 
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Table 1. Data sources for the Heihe River Basin. 
Data Type Source Scale Data Description/Properties 

Topography National Geomatics Center 
of China 1:250,000 Elevation, overland, and 

channel slopes, lengths, etc. 

Soil 
Institute of Soil Science, 
Chinese Academy of 
Sciences (CAS) 

1:4,000,000 

Soil classifications and physical 
properties such as bulk density, 
texture, saturated conductivity, 
etc. 

Land use 
Institute of Geographical 
Sciences and Natural 
Resources Research, CAS 

1:1,000,000 
Land use classifications such as 
cropland, pasture, forest, etc. 

Weather 
Water Resources 
Conservancy Committee 
of the Yellow River Basin 

– 

Daily precipitation, air 
temperature, relative humidity, 
solar radiation and wind speed, 
etc. 

Land 
Management On-site surveys – Tillage, planting and harvesting 

dates for different crops. 
 
 
Model Calibration 
 SWAT is not a “parametric model” with a formal optimization procedure (as part of the 
calibration process) to fit any data.  Instead, a few important variables that are not well 
defined physically such as runoff curve number and Universal Soil Loss Equation’s cover 
and management factor, or C factor, may be adjusted to provide a better fit.  A two stage 
“Brute Force” optimization procedure is used to find the optimum parameter values (Allred 
& Haan, 1999).  This “brute force” optimization procedure, despite its lower computational 
efficiency than other methods, has the advantage of being insensitive to local minimums in 
the objective function. 
 Initially, baseflow was separated from surface flow for both observed and simulated 
streamflow using an automated digital filter technique (Arnold & Allen, 1999).  Calibration 
parameters for various model outputs are constrained within the ranges shown in Table 2.  
Model outputs are calibrated to fall within a percentage of average measured values and then 
regression statistics (R2 and Ens) are evaluated for monthly data.  If all parameters were 
pushed to the limit of their ranges for a model output (i.e., flow or sediment) and the 
calibration criteria were still not met, then calibration would be terminated for that output. 
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Table 2. Inputs used in model calibration. 
Variable Processes Description Range Value/Change

CN2 Flow Curve Number ±4 
Pasture: +3 
Forest: -2 
Bare land: +2

REVAPC Flow Ground water re-vaporize coefficient 0.00 to 1.00 0.20 
ESCO Flow Soil Evaporation compensation factor 0.00 to 1.00 0.6 
EPCO Flow Plant uptake compensation factor 0.00 to 1.00 0.2 
SMFMN Flow Melt factor for snow on December 21 0 to 10 6.5 

C Factor Sediment Cover or management factor 0.003 to 
0.45 

Pasture: 0.01 
Forest: 0.08 

SPCON Sediment Linear factor for channel sediment routing 0.0001 to 
0.01 0.0006 

SPEXP Sediment Exponential factor for channel sediment 
routing 1.0 to 1.5 1.2 

 
 
 Flow:  With the combination of the stream flow from 1993 to 1997, obtained from the 
Water Conservancy Committee of the Yellow River’s monitoring station (Dashui 
hydrological station), the SWAT model was calibrated.  The runoff curve number (CN2) was 
adjusted using surface runoff data to allow a range of ±4 from the tabulated curve numbers to 
reflect the impact of conservation tillage practices and soil residue cover conditions in the 
basin (Table 2).  For base flow, related model parameters such as the re-evaporation 
coefficient (REVAPC) for ground water that represents the water that moves from the shallow 
aquifer back to the soil profile/root zone and plant uptake from deep roots, soil evaporation 
compensation factor (ESCO), and plant evaporation compensation factor (EPCO) were 
adjusted from the initial estimates to match the simulated and observed baseflow (Table 2).  
Finally, in order to match the streamflow, minimum melt factor for snow (SMFMN) was 
adjusted for snow-melt periods.   
 Sediment:  The cover, or C factor, of the Universal Soil Loss Equation was adjusted to 
match observed and simulated sediment loads.  The C factor was adjusted to better represent 
the surface (Table 2).  Channel sediment routing variables such as the linear factor (SPCON) 
and the exponential factor (SPEXP) for calculating the maximum amount of sediment 
reentrained during channel sediment routing are also adjusted (Table 2) in the process of 
sediment calibration.  These two variables are adjusted to represent the cohesive nature of 
the channels. 
 
Model Validation  
 In the validation process, the model is operated with parameters obtained in the process of 
calibration without any change and the results are compared with the remaining observational 
data (from January 1998 to December 1999) to evaluate the model performance.  The same 
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statistical measures are used to assess the model performance. 
 
 
Model Calibration and Validation Results 
Calibration 
 Flow:  The measured and simulated monthly flow at the Dashui hydrological station 
match well (Figure 2(a)).  Further agreement between observed and simulated flows are 
shown by the R2 and Ens, both are larger than 0.75 (Table 3).  These results show that the 
hydrological processes in SWAT are simulated realistically in the study area. 
 Sediment:  The temporal variations of sediment load at the Dashui station are 
represented in Figure 2(b).  Means of observed and simulated sediment are within a 
difference of 15% (Table 3).  The values for R2 and Ens are both larger than 0.70 (Table 3), 
which indicates that the simulated sediment is close to the observed sediment and this model 
is able to predict sediment loads well. 
 
Validation  
 Flow:  The observed and simulated flows at the Dashui hydrological station matched 
well (Figure 3(a)).  Re is -9.2%, R2 and Ens are all greater than 0.75.  The difference might 
result from the spatial variability of precipitation.  However, the prediction statistics are 
acceptable (Table 4). 
 

 
Figure. 2 Observed and simulated monthly flow and sediment loads during the 
calibration period. 

 

Table 3. Calibration results at the Dashui hydrological station for the period from 1992 
to 1997. 

Annual mean Variable (units) 
observed simulated 

Re R2 Ens 

Flow (m3/s) 38.46 37.01 -3.8% 0.80 0.78 
Sediment (104 t) 10.5 8.82 11.2% 0.70 0.74 

 
 
 

(a) (b)
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Figure 3. Observed and simulated monthly flow, and sediment loads during the 
validation period. 

 

Table 4. Validation results at the Dashui hydrological station for the period from 1998 
to 1999. 

Annual mean Variable (units) 
observed simulated

Re R2 Ens 

Flow (m3/s ) 31.01 28.18 -9.2% 0.78 0.76 
Sediment  (104 t) 13.22 11.12 –19.2% 0.78 0.76 

 
 
 Sediment:  The observed and simulated sediment loads match well (Figure 3b).  The 
values of R2 and Ens are both above 0.9, which indicates that the model is able to predict 
sediment reasonably well.  The reason for high R2 and Ens values may be that the sediment 
yield in 1998 was much greater than the sediment yield in 1999.  As the “goodness-of-fit” of 
observed and simulated data in 1998 is good, the results are acceptable even though the 
results do not match well in 1999.  The results to some extent indicate that the SWAT model 
is more suitable for high flow years than low flow years  
 
Calibration and Validation of NH3-N 
 The observed monthly NH3-N average loading from 1998 was used for model parameter 
calibration (Figure 4(a)) while the data from 1999 was used for model validation (Figure 
4(b)).  The difference might result from the spatial variability of precipitation.  However, 
the prediction statistics are acceptable (Table 5). 
 
 
 
 
 

(a) (b)
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Figure 4. Observed and simulated monthly NH3-N during the calibration and 
validation periods. 

 

Table 5. NH3-N results at the Dashui hydrological station for the period from 1998 to 
1999 (104kg). 

Annual mean Period 
observed simulated

Re R2 Ens 

Calibration 2.62 1.29 -12.2% 0.75 0.76 
Validation 2.52 1.06 -16.7% 0.74 0.72 

 
 
Status of Stock breeding in the Heihe River Basin      
 According to the stock breeding status of the Heihe River Basin, including two counties, 
the percentage of cows was 45.6%, the percentage of horses was 12.7%, and the percentage 
of goats was 38.6%.  The percentage of poultry was 3.1%.  The actual number for stock 
breeding is 216.38×104.  The coefficient of pollution is determined by the livestock breeding 
book (Tables 6 and 7).  

 

Table 6. Annual soil load for livestock in the Sichuan Province (kg/livestock). 
Livestock Ordure BOD5 CODCr NH3-N
Cow 14,600 292 401.5 73 
Horse 1,080 36 47.88 7.2 
Goat 600 24 33 6.1 
Poultry 2.75 0.2475 0.495 0.033 

 

(a) (b)
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Table 7. Average content of nitrogen in Ordure and Stale of livestock (kg/ton). 
Livestock Cow Horse Goat Poultry 
Index Ordure Stale Ordure Stale Ordure Stale  
Total 
Nitrogen 

4.37 8 5.88 3.3 7.5 14 9.84 

The pollution capacity of the livestock is calculated by the following formula (Equation 6): 
                                                              (6) 
 
where Qi is the pollution capacity; qi is the average content of nitrogen in Ordure and Stale of 
livestock; Si is the percentage of the livestock in the stock breeding structure; N is the number 
for stock breeding. 
 
 
Results and Discussion 
      
 
Table 8. The loads of non-point source pollution in 2000 in the Heihe River Basin 
(104kg). 
Year Adsorption Nitrogen Solve Nitrogen NH3-N  
2000 231.8 106.0 28.4 
 
 

 

Figure 5. The distribution of Nitrogen (a) Adsorbed Nitrogen; (b) Dissolved Nitrogen.  
 
 
 The non-point source load and the rules for pollution load distribution in the Heihe River 
Basin in 2000 were analyzed.  The most distributed areas were in the southeast part of the 
basin.  This is because the pasturing areas are located in the southeast portions of Ruoergai 
county and in the northern portions of Hongyuan county.  Furthermore, the precipitation and 
sediment load are also heavy in these areas. 
 
 

(a) (b)

NSqQ iii ××=
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Conclusions 
 
 The observed monthly runoff and sediment yield data from the Dashui Hydrological 
gauge during 1993-1997 was used for parameter calibrations; data from 1998-1999 was used 
for model validation.  From the model results, the relative simulated error was less than 
15%; both the relative coefficient and Nash-Sutcliffe coefficient were greater than 0.7, 
indicating that the model can simulate the runoff and sediment outputs in the study area 
satisfactorily. 
 The suitable parameters of stock breeding in Heihe River Basin were formulated and can 
be used for other similar basins if validated. 
 The spatial distribution of the non-point source pollution was different from the stock 
breeding distribution. 
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Abstract 
 
     Facing aggravating climatic and socioeconomic conditions the sustainable management of 
water and soil resources is becoming increasingly important for West Africa. This study 
analyzes hydrological and erosive processes caused by water in the Terou Catchment in the 
sub-humid savannah zone of Benin, West Africa, considering land use and precipitation 
changes for the period 2000 to 2025.  
     The land use scenarios describe a continuous expansion of farmland. A simple method for 
disaggregating the coarse data has been developed and assessed. The precipitation scenarios 
generally indicated a decrease in rainfall in the study area. Considering the high interannual 
and interdecadal variability of rainfall in the study area, a continuous simulation is desirable. 
Using a weather generator, precipitation series were generated, which included the changes in 
monthly precipitation derived from the regional climate model REMO. Due to the fact that 
the weather generator performed poorly in matching the extreme events, the erosion rates that 
were simulated on the basis of simulated rainfalls had to be regarded critically. It was found 
that the SWAT2003 model is appropriate to consider changes in land use and precipitation. 
The land use scenarios resulted in an increase in surface runoff, whereas the baseflow 
decreased. Additionally, increases in runoff variability led to a higher flood risk. The changes 
in precipitation account for changes in total runoff, especially for the years 2020 and 2025, 
which showed very low runoff. This can be explained by the high levels of 
evapotranspiration, despite decreased precipitation. 
     The land use scenarios showed a significant increase in erosion rates. However, erosion 
rates on savannah that was recently converted to farmland were lower than on farmland that 
was cultivated for several decades. These differences can be attributed to spatial variations in 
physical soil properties. 
 
Introduction 
 
     Water and soil are basic requirements for life on earth. It is well known that, especially in 
the periphery of dry zones, these resources are most susceptible. West Africa suffers 
periodically from droughts, which cause considerable damage to the environment and 
economy. Less obvious, but as hazardous as drought, is the process of soil erosion, which has 
the capability to endanger food security irreversibly. The development of these processes is 
highly dependent on issues referred to as Global Change. On the one hand, altered 
socioeconomic conditions lead to changes in land use patterns, on the other hand, changes in 
climate affect the hydrological cycle. Hence, the application of a hydrological model in the 
sub-humid savannahs of Benin is in the interest of both integrated water resources 
management and Global Change research.  
     This study was integrated with the IMPETUS project which investigates the effects of 
global change on the water cycle in two catchments in West Africa: the Drâa Catchment in 
Morocco and the Ouémé Catchment in Benin (SPETH et al. 2002). Within the project land 
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use and climate scenarios have been generated in high spatial and temporal resolution. These 
scenarios enable modelling and quantifying the effects of Global Change on hydrological and 
erosive processes. 
     Below, the study area is briefly characterized; thereafter, the processing of the scenarios is 
described. After the discussion of the results further research activities are pointed out. 
 
Study Area 
 
     The Terou Catchment is a subcatchment of the Ouémé River and is located between 9°N 
and 10°N (Figure 1). It is characterized by one rainy season from March to October. 
Dominating types of precipitation are squall-lines marking the beginning and end of the rainy 
season and monsoonal rainfalls in the central rainy season (Weischet and Endlcher, 2000). 
Squall-lines leading to convective spatially limited rainfalls of high intensity account for most 
of the precipitation in the study area (Leroux, 2001).  
 

Figure 1. Terou Catchment (2,336 km², dark grey) within the Upper Ouémé Catchment 
(14,325 km², white). 

 
     Average annual rainfall in Parakou is about 1,100 mm, but is subject to considerable 
variation (1983: 642 mm, 1988: 1,614 mm) as precipitation shows high interannual and 
interdecadal variability in Western Africa (HULME et al. 2001). The study area is part of the 
Guinea-Sudan transition zone (Adjanohoun, 1989). Dense dry forests represent the climax 
vegetation, but have been widely replaced by different savannah types. Naturally, savannahs 
only appear where shallow or wet soils prevent the development of forests, but due to human 
activities such as burning, logging, farming, and raising cattle, savannahs represent the 
dominant land cover in the region (Will, 1996). 
     The local topography is dominated by a gently undulating pediplain with slopes less than 
three degrees. The landscape has been shaped by the alternation of sub-humid and sub-arid 
conditions which lead to polycyclic cutting of the inclined plane (Runge, 1990). Under 
present conditions no cutting takes place (Rohdenburg, 1969). The raw material for soil 
formation consists of layered fine-grained and gravely substrates over saprolite (Junge, 
2004). The hill slopes are characterized by a typical catena which consists of plinthitic 
Acrisols on the upland, well-drained loamy and sandy Acrisols overlaying an impermeable 
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crust on the mid-slope and predominantly sandy Gleysols in the hydromorphic zone of the 
valley bottom (Junge, 2004). Due to prevailing crusts, interflow constitutes a major fraction 
of runoff processes in the study area, whereas surface runoff only represents an important 
process in agricultural areas, but not in catchments with natural vegetation (Giertz, 2004). 
 
Methodology 
 
     A comparison of different modelling approaches for the Terou Catchment with regard to 
modelling scenarios recommended a distributed approach for considering land use changes 
and a conceptual approach for simplifying upscaling (Bormann and Diekkrüger, 2003). 
SWAT fulfils both demands; hence, it is principally suited for this study. The model has 
already been successfully applied to the Terou Catchment (Sintondji, 2005). The data used 
are a global SRTM digital elevation model, a soil map 1:200,000 (Faurè and Volkoff, 1998), 
and a land use classification derived from satellite images. Soil and land use databases have 
been set up using field measurements or literature values. Precipitation data from five stations 
within the study area were used. Additional climate parameters were generated using data 
from Dogué and Parakou (Figure 1). The model was calibrated against discharge data at the 
catchment outlet for the period 1998-2001 and validated for the period 2002-2003. On a 
weekly time-step it performed satisfactory for the validation period (R²=0.64, Coefficient of 
Model Efficiency=0.52, Index of Agreement=0.88). However, discharge was still 
overestimated, especially in the late rainy season, as displayed in the discharge hydrograph 
(Figure 2).  
     Additionally, the simulation was biased by a poor representation of interflow. The average 
fraction of simulated interflow for the period 1998-2003 was only 2.6%, which differs 
significantly from measured values (Giertz, 2004). It was found that the major part of the 
interflow was included in the simulated baseflow, whereas simulated surface runoff, crucial 
for determining erosion rates, was within a realistic range. 
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Figure 2. Weekly mean of simulated and measured discharge of the Terou 
Catchment (2.336 km²). Calibration period 1998-2001, validation period 2002-2003. 

     The precipitation scenarios have been generated with the regional climate model REMO 
(Paeth, 2004). They were based on assumptions similar to the IPCC Scenario B2 but have 
been adapted to regional conditions considering land degradation (IPCC, 2001; Paeth, 2004). 
REMO produced precipitation data for a 0.5° grid covering West Africa. Two of these grid 
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cells have been selected for this work. Figure 3 displays the simulated monthly precipitation 
for the years 2000, 2005, 2010, 2015, 2020 and 2025.  
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Figure 3. Simulated monthly precipitation as well as measured mean 

values (1979-2003) in the Terou Catchment. 

 
     Generally, the scenarios tend toward an increase in precipitation in May and October, and 
a decrease in August and September (Figure 3). The REMO data could not be used in SWAT 
directly, as they represent areal and not site-specific precipitation. This led to a considerable 
underestimation of rainfall intensities (Figure 4). Therefore a weather generator, set up with 
records from the Djougou and Penessoulou stations, was used to generate a site-specific 
precipitation series of 100 years, which reflects the forecasted changes in monthly 
precipitation. A comparison of the weather-generators WXGEN (implemented in SWAT) and 
LARS-WG (stand-alone) confirmed the latter to be me more exact because of the semi-
empiric approach used in LARS-WG. This makes LARS-WG more flexible in simulating 
precipitation distributions than the Markov-chain used in WXGEN. This result is supported 
by findings from other climate zones (Semenov et al., 1998). Rainfall series generated with 
LARS-WG represent the rainfall intensities well for the observed period (Figure 4). However, 
extreme events of the future rainfall series may have been misjudged, as LARS-WG scales 
daily precipitation with a factor derived from monthly data, decreasing or increasing every 
event. The comparison of the generated rainfall series intensities from 2015 and 2025 
illustrates this. The increase in total precipitation in 2015 leads to a curve of rainfall 
intensities which is shifted to the right, whereas the decreased amount of total rainfall in 2025 
leads to a curve shifted to the left (Figure 4). Although average values are within the range of 
standard deviation for measured values, erosion rates derived from simulated rainfalls have to 
be interpreted carefully. But as no other information concerning the future change in 
frequency distribution is available this approach seems to be adequate. 
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Figure 4. Simulated (REMO, mean over 25 years) and generated (LARS-WG, mean 
over 100 years) compared to measured (mean over 25 years including 
standard deviation) daily precipitation at Parakou, 100 km east of the study 
area. 

 
     Within the IMPETUS project, future trends in land use in the Upper Ouémé Catchment 
were calculated with the model CLUE-S (Verburg et al., 1999). The assumptions were also 
based on the IPCC scenario B2. A major driving force in the study area was a projected 
increase of population by 67% within the period 2000-2025. Therefore, the expansion of 
farmland was the most notable development. The simulation delivered land use scenarios for 
the same years as REMO with a 500 m spatial resolution. Figure 5 displays the land use in 
2000 and 2025. The highest increase in farmland took place near the axis Djougou-
Penessoulou (western study area, Figure 1) and in the central study area. The center was  
widely dominated by savannahs in 2000, but the ongoing development of infrastructure will 
facilitate the expansion of farmland through 2050. In contrast, the northeast portion of the 
study area will, even in 2025, be widely dominated by savannahs, due to poor infrastructure. 
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Figure 5. Land use scenarios for the years 2000 and 2025. 

 
     An exact determination of farmland was necessary for this work. Therefore, the 500 m 
resolution was too coarse, as it only displayed the dominat land use. For example, the class 
“Farmland 1” consist of only 10-50% true farmland. If SWAT had been run with this map, 
erosion would have been severely overestimated. 
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     To solve this problem the simulated land use maps were disaggregated to a 50 m grid with 
differentiated land use classes. At first it was determined which fraction of land use types in 
the satellite classification were represented in the CLUE-S land use types by comparing the 
CLUE-S map from the year 2000 with the satellite image of the same year. Next, this 
distribution was transferred to each grid cell of the simulated land use maps. Figure 6 
displays the scheme of disaggregation. 
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Figure 6. Land use disaggregation scheme applied to a typical cell type “Farmland 1” 
with 2% forest, 9% forest savannah, 4% grass savannah, 55% brush 
savannah, 30% farmland and 1% settlement. 

 
 
Results  
 
     A comparison between the original model and a model that used a) the generated land use 
map of the year 2000, b) the generated precipitation series of the year 2000, and c) both 
generated datasets indicated a satisfactory representation of the present state. The results of 
the scenario runs are summarized in Table 1. The land use scenarios describe an expansion of 
farmland, which would lead to an increase in the mean erosion rate from 2.84 t/ha/yr in 2000 
to 4.68 t/ha/yr in 2025. Figure 7 displays the erosion rates for each subbasin for the land use 
scenarios 2000 and 2025. It can be stated that the erosion risk increased mainly in the western 
and southern parts of the study area, but remained lower than in the areas in the vicinity of 
Djougou (northern part of the catchment). This is due to the soils under the savannah being 
less vulnerable to erosion than soils that have already been under cultivation for centuries. 
This development can be attributed to two soil properties, available water capacity and the 
USLE soil erodibility.  The available water capacity ranges from 300 mm to 400 mm in areas 
that show low erosion rates and from 200 mm to 300 mm in areas that show high rates. The 
USLE soil erodibility factor ranges from 0.43-0.52 in the northern and 0.26- 0.46 in the 
southern and central study area. For that reason the average erosion rate on farmland 
decreased in the land use scenario from 17 to 12 t/ha/yr. The average erosion rate of 12 
t/ha/yr on farmland equalled a loss of 1 mm topsoil per year (given a bulk density of 1.2 
g/cm³).   
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Figure 7. Erosion rates in the Terou Catchment: Land use 

scenarios 2000 and 2025. 

 
     Surface runoff steadily increased from 108 mm in 2000 to 134 mm in 2025, whereas 
baseflow decreased from 154 to 139 mm (Table 1). This includes a change in the runoff 
dynamic. On the one hand, the increasing surface runoff induced earlier runoff and higher 
runoff rates in the mid-rainy season; on the other hand, the decreasing baseflow led to an 
earlier end of runoff.  
     The precipitation scenarios described an inconsistent development: low precipitation in 
2020 and 2025 is contrasted by above-average rainfall in 2015. As the evaporation remained 
almost constant, changes in precipitation had a strong impact on total runoff (Figure 9). 
Therefore the runoff coefficient fluctuated between 0.10 (2025) and 0.22 (2015), which is 
within the range of measured values in the region. The ratio of runoff components was not 
affected by changes in precipitation. Baseflow and surface runoff responded to changes in 
precipitation on the same magnitude. Erosion rates corresponded strongly to the total amount 
of precipitation, which is partly caused by the insufficient reproduction of extreme events by 
LARS-WG; hence, erosion rates in the precipitation scenarios are significantly lower in 2020 
and 2025 and higher in 2015. 
 
Table 1. Results of the different scenarios 2000-2025 including standard deviation for 

total runoff and erosion rates. 
 Runoff Components (mm/yr) 

Scenario Year Precipitation Surface 
Runoff Baseflow Total Runoff Erosion rate 

(t/ha/yr) 

Original 1998-
2003 1141 114 152 271 2,75 

2000 108 154 267 2.85 
2005 113 149 268 3.33 
2010 117 147 270 3.66 
2015 119 147 271 4.01 
2020 128 140 274 4.41 

Land use 

2025 

1141 

134 139 279 4.68 
2000 1275 121 125 251 (+/- 118) 2.92 (+/- 1.23) 
2005 1190 94 94 193 (+/- 100) 2.77 (+/- 1.29) 
2010 1160 96 95 196 (+/- 98) 2.77 (+/- 1.22) 
2015 1332 140 142 288 (+/- 112) 3.78 (+/- 1.36) 

Precipitation 

2020 1117 67 68 140 (+/- 79) 1.99 (+/- 0.94) 
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2025 1062 52 49 107 (+/- 64) 1.44 (+/- 0.74) 
2000 1275 113 122 241 (+/- 118) 2.94 (+/-1.29) 
2005 1190 92 87 184 (+/- 99) 3.17 (+/- 1.48) 
2010 1160 97 87 189 (+/- 98) 3.50 (+/- 1.51) 
2015 1332 147 132 285 (+/- 112) 5.61 (+/- 1.97) 
2020 1117 76 59 139 (+/- 79) 3.02 (+/- 1.39) 

Land use 
+ 
Precipitation 

2025 1062 63 39 106 (+/- 64) 2.49 (+/- 1.34) 
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Figure 8. Simulated monthly water yield in the Terou Catchment using 

simulated precipitation. 

 
     The results of the combined scenarios were determined by the outlined developments: a 
decrease in total runoff and a relative increase in surface runoff compared to baseflow (Figure 
9). The discharge hydrographs were similar to those generated by using only simulated 
precipitation, which can be explained by the fact that total discharge was only slightly 
influenced by land use changes. Since changes in land use patterns and precipitation cause 
contradictory effects on erosion rates, neither a clear increase due to land use changes nor a 
clear decrease due to precipitation changes could be observed. 
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Figure 9. Comparison of the scenario results for 2025  
(LU25: Land use, PR25: Precipitation, SC25: 
Combined, Reference: year 2000). 

 
 
Conclusions 
 
     It can be stated that the SWAT2003 model is appropriate to adequately simulate changes 
in land use and precipitation. Reasonable values for future changes in runoff and erosion rates 
were obtained. The land use scenarios showed an increase of surface runoff, whereas 
baseflow decreased. The runoff variability and erosion rates increased significantly. The 
changes in precipitation led to changes in total runoff, especially for the years 2020 and 2025 
which showed very low runoff compared to the year 2000. Consequently, the forecasted 
changes in land use and precipitation showed opposite effects on soil erosion. The effect of 
increased runoff due to expansion of agricultural fields was overcompensated by the decrease 
in total runoff due to climate change. The combined effect on soil erosion could not be 
quantified with a high certainty due to limitations in the weather generator and unknown 
development of future frequency distributions of daily rainfall. For mid- and long-term 
assessments of soil erosion one has to keep in mind that the loss of topsoil may result in 
positive feedbacks, as already shown on a coarser scale (Feddema and Freire, 2001). 
Assuming constant soil profiles for decades can result in an underestimation of soil erosion, 
based on the influence of soil water capacity.  
     In future work, the scenario results could be improved by using land use scenarios with a 
higher resolution (100 m) and continuous simulations of precipitation from REMO. The 
continuous climate simulation would eliminate the imponderability caused by high climate 
variability. Furthermore, attempts should be made to disaggregate the precipitation output 
from the regional climate model for direct use in SWAT. Additionally, the sediment budget 
for the original model will be calibrated and validated with continuous suspended sediment 
measurements and the scenarios will be extended to the entire upper Ouémé Catchment. All 
of the results from the scenario analysis will be processed for stakeholders in Benin for 
decision support. 
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Abstract 
 
 The Upper Mississippi River Basin (UMRB) is dominated by agricultural land use, which 
is a major source of sediment and nutrient pollutant loadings to the regional stream system 
and ultimately to the Gulf of Mexico.  An integrated modeling framework has been 
constructed for the UMRB that consists of the Soil and Water Assessment Tool (SWAT) 
model, the interactive SWAT (i_SWAT) software package, and other supporting software 
and databases.  The simulation framework facilitates execution of alternative policy scenarios 
for the region by incorporating detailed crop rotations and an array of nutrient and tillage 
management schemes, derived from the USDA National Resources Inventory (NRI) database 
and other sources.  Calibration and validation of SWAT for the UMRB annual streamflows 
for 1982-90 and 1991-97, respectively, resulted in R2 and modeling efficiency (E) values that 
ranged from 0.92 to 0.96; corresponding monthly R2 and E statistics ranged from 0.58 to 
0.74.  The calibrated model was then used to assess the impact of increasing the amount of 
land area managed with the following conservation practices: land set aside, terraces, 
contouring, grassed waterways, and conservation tillage.  Percentage reductions of 35, 7, 43, 
and 13% were predicted for sediment, nitrate, organic N, and total N loads, respectively, at 
the UMRB outlet.  The effects of reducing nitrogen fertilizer applications on corn by 10%, in 
tandem with the conservation practice scenario, resulted in greater predicted nitrate and total 
N reductions of 15 and 20%, respectively. 
 
 
Introduction 
 
 The Mississippi River Watershed covers 3.2 million km2 across parts or all of 31 states 
and two Canadian provinces (Figure 1).  Excess nitrogen, phosphorus, and sediment loadings 
have resulted in water quality degradation within the Mississippi and its tributaries.  The 
nitrate load discharged from the mouth of the Mississippi River has also been implicated as 
the primary cause of the Gulf of Mexico seasonal oxygen-depleted hypoxic zone, which 
according to Rabalais et al. (2002) covered nearly 20,000 km2 in 1999 (Figure 1).  
Approximately 90% of the nitrate load to the Gulf is attributed to diffuse pollution.  A 
significant portion of this load originates from the Upper Mississippi River Basin (UMRB), 
which covers only 15% of the total Mississippi drainage area (Figure 1).  Goolsby et al.  
(1999) estimated that the UMRB was the source of nearly 39% of the Mississippi nitrate load 
discharged to the Gulf between 1980 and 1996; 35% of this load was attributed solely to Iowa 
and Illinois tributary rivers for average discharge years during the same time period (Goolsby 
et al., 2001).   
 Nutrient inputs via fertilizer and/or livestock manure on cropland and pasture areas are 
the primary sources of diffuse nutrient pollution in the UMRB stream system.  Sediment 
losses to the UMRB stream system are a function of erosion from upland soils, especially 
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from cropland areas, and stream bank erosion.  These nonpoint source pollution problems 
persist throughout the region, despite a wide range of water quality initiatives that have been 
undertaken at different watershed and regional scales by federal, state and/or local agencies.  
This underscores the need for continued assessments of specific subwatersheds and of the 
entire region, to determine which management and land use strategies will be the most 
effective approaches for mitigating UMRB diffuse pollution problems. 
 A simulation study using the Soil and Water Assessment Tool (SWAT) model (Arnold et 
al., 1998) has been initiated to address UMRB water quality issues, by providing insights that 
could help mitigate nutrient and sediment losses from UMRB cropland and pastures.  The 
objectives of this research are: (1) to calibrate and validate streamflows predicted with 
SWAT at the UMRB outlet at Grafton, Illinois, and (2) to estimate the impact of a suite of 
conservation practices and land use changes on sediment and nitrogen loadings at the UMRB 
outlet. 

Figure 1. Location of the Upper Mississippi River Basin (UMRB) within the Mississippi 
River Basin, the 131 8-digit watersheds located within the UMRB, and the location of 
Grafton, IL. 
 
 
Watershed Description 
 The UMRB extends from the source of the Mississippi River at Lake Itasca in Minnesota 
to a point just north of Cairo, Illinois.  The total drainage area is nearly 492,000 km2, which 
lies primarily in parts of Minnesota, Wisconsin, Iowa, Illinois, and Missouri (Figure 1).  The 
assumed UMRB outlet for this study was Grafton, Illinois, which lies just above the 
confluence of the Mississippi River and Missouri River and covers an area of 431,000 km2 
that drains approximately 90% of the entire UMRB.  The major UMRB land use categories 
shown in Table 1 are based on land use data obtained from the USDA 1997 National 
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Resources Inventory (NRI) database (http://www.nrcs.usda.gov/technical/NRI/; Nusser and 
Goebel, 1997).  According to the 1997 NRI, the dominant land areas are cropland (42.7%), 
forest (20.2%), and pasture/hay/range (18.6%).  The total NRI UMRB agricultural area 
(cropland, pasture/hay/range, and Conservation Reserve Program (CRP) land) is estimated to 
be 64.6%, which is slightly lower than the estimate of 67% provided by NAS (2000) and an 
estimate of 66% derived from the USGS 1992 National Land Cover Data set (Vogelmann et 
al., 2001) by C. Santhi (2004, Unpublished research data, Blacklands Research and Extension 
Center (BREC), Temple, Texas).   
 
 
Table 1. 1997 NRI broad land use categories for the UMRB. 
Land Use Area (km2) % of Total Area Comments 
Cropland 210,049 42.7 Row crop and small grains 
Pasture/hay/range 91,463 18.6 Includes alfalfa rotated with corn 
CRP 16,375 3.3 Conservation Reserve Program 

Forest 99,157 20.2 About 85% of forests are deciduous 
trees  

Urban/barren 43,002 8.7 Includes farmsteads & rural roads 
Water 14,678 3.0 Streams, reservoirs, etc. 
Wetlands 7,647 1.6 Rural marshland and rice 
Federal land 9,494 1.9 No actual land use data provided 
Total 491,836 100.0  
 
 
Methodology 
 
 A simulation framework has been constructed for the UMRB using 131 subwatersheds 
(Figure 1) that coincide with the boundaries of the USGS 8-digit Hydrologic Cataloging Unit 
(HCU) watersheds (Seaber et al., 1987; 
http://www.nrcs.usda.gov/technical/land/meta/m3862.html) and builds on previous UMRB 
SWAT research reported by Arnold et al. (2000).  Only 119 8-digit watersheds were 
simulated in this study, due to the assumption that the UMRB outlet was located at Grafton, 
Illinois.  The primary data source for the modeling system was the 1997 NRI, which contains 
soil type, landscape features, cropping histories, conservation practices and other information 
for roughly 800,000 nonfederal land points for the entire U.S.  Each point represents an area 
that generally ranges from a few hundred to several thousand hectares in size and which 
consists of homogeneous land use, soil, and other characteristics.   
 The simulated tillage practices were obtained from data reported in the USDA 1990-95 
Cropping Practices Survey (CPS) data (http://usda.mannlib.cornell.edu/usda/ess_entry.html).  
The assumed fertilizer application rates used in the analysis were based on statewide average 
application rates obtained from 1996-98 Agricultural Resource Management Survey (ARMS) 
data (http://www.ers.usda.gov/data/arms/).  Applications of nutrients via livestock manure 
were not simulated in this study.  Precipitation, maximum temperature, and minimum 
temperature data were obtained from C. Santhi (2002.  Personal communication, BREC, 
Temple, Texas) for a single representative climate station for each 8-digit watershed, and 
were used for both the SWAT baseline and scenario simulations.  The climate records span 
from 1967-98; however, only a 17-year portion (1981-97) was used for the SWAT 
simulations reported here.  The soil layer data required for the SWAT simulations was 
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obtained from a soil database that contains soil properties consistent with those described by 
Baumer et al.  (1994), that includes ID codes that allow direct linkage to NRI points.   
 Delineation of the UMRB into smaller spatial units required for the SWAT simulations 
consists of two steps: (1) subdividing the overall basin into 131 subwatersheds (Figure 1), 
and (2) creating smaller HRUs located within each of the 131 8-digit watersheds.  The HRUs 
required for the SWAT UMRB baseline simulation were created by aggregating NRI points 
together on the basis of common soil, land use, and management characteristics.  Common 
soil types were aggregated at the 8-digit level via a statistically-based soil clustering process 
that was performed for NRI-linked soils for most of the U.S. (Sanabria and Goss, 1997), and 
reduced the number of possible HRU combinations.  For land use, all of the points within a 
given category such as forest, urban, pasture, and land set aside (defined as part of the 
Conservation Reserve Program or CRP) land were clustered together, except for the 
cultivated cropland.  For the cultivated cropland, the NRI points were first aggregated into 
several crop rotation land use clusters within each 8-digit watershed, based on the NRI 
cropping histories.  The final step of developing HRUs required aggregation across NRI 
points according to the management characteristics, such as tile drainage (yes or no), 
conservation practices (terracing, contouring, and/or strip cropping), and type of tillage 
(conventional, reduced, mulch, or no-till).  Over 18,000 HRUs were included in the SWAT 
simulations performed for this study. 
 The conservation practice scenario was based on an algorithm developed for an 
assessment of conservation practices in Iowa (Gassman et al., 2005).  The key steps in the 
algorithm were: 
1) Retire all cropland within 100 ft. of a waterway.   
2) Retire additional cropland until 10% is retired statewide, based on the NRI Erosion Index.    
3) Terrace remaining cropland with slopes above 5%. 
4) Implement contouring on all remaining cropland with slopes above 4%.   
5) Install grassed waterways (GWs) on remaining cropland with 2 to 4% slopes. 
6) Implement conservation tillage (20% notill and 80% mulch till) on all non-retired 

cropland with slopes ≥ 2%. 
 The scenario was applied to the URMB by implementing the algorithm at the USGS 4-
digit HCU watershed level (Figure 2).  The resulting additional new land area that was shifted 
into these conservation practices is listed in Table 2.  The scenario was then executed a 
second time with an additional simplistic nutrient management (NM) scheme in which it was 
assumed that the nitrogen fertilizer rates were reduced on all corn acres by 10% (The total 
nitrogen applied to corn was by far the most significant source of nitrogen in the region). 
 The SWAT model was calibrated and validated using measured streamflow data collected 
at a USGS stream gauge located on the Mississippi River near Grafton, IL (Station # 
05587450).  The total simulation period (1981-1997) was divided into two time periods: nine 
years (1982-1990) for the calibration period (1981 was assumed to be an initialization year) 
and seven years for the validation period (1991-1997).  The coefficient of determination (R2) 
and Nash-Sutcliffe simulation efficiency (E) were used to evaluate the model predictions for 
both time periods.  The R2 value is an indicator of strength of relationship between the 
observed and simulated values.  The E value indicates how well the plot of the observed 
versus the simulated values fits the 1:1 line.  If the R2 values are close to zero, and the E 
values are less than or close to zero, then the model prediction is unacceptable.  If the values 
equal one, the model predictions are considered perfect.  No attempt was made to calibrate 
and validate the pollutant loadings for this study.  However, this step will be carried out in the 
next stage of UMRB SWAT simulation research with additional climate data for 1999-2004, 
which is the period with the most reliable measured sediment and nutrient loads. 
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Figure 2. The 14 4-digit watersheds that are located within the UMRB and the flow 
chart showing the routing structure between the watersheds; wateshed 0714 lies below 
Grafton, Illinois (the assumed UMRB outlet) and was not included in the SWAT 
simulations. 
 
 
Table 2. Total area of additional land selected for each conservation practice by UMRB 4-
digit watershed, in response to the application of the conservation practice algorithm. 

4-digit 
wateshed 

Conservation 
tillage 

Land set 
aside Contouring Terraces Grassed 

Waterways 
 1,000 ha  

7010 735 34 55 77 469 
7020 1,459 154 81 116 1,016 
7030 204 6 25 47 107 
7040 925 12 52 303 380 
7050 360 12 37 87 186 
7060 1,058 6 53 420 300 
7070 503 4 24 167 217 
7080 3,551 173 212 512 1,431 
7090 1,265 71 119 239 587 
7100 1,935 92 91 192 793 
7110 883 14 64 160 289 
7120 1,011 141 8 1 426 
7130 2,473 278 82 36 1,028 
Totals 32,722 1,990 1,807 4,716 14,456 
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 Results and Discussion 
 
 SWAT was calibrated and validated for streamflow by comparing the simulated outputs 
with measured data collected at Grafton, Illinois.  The initial step was a baseflow-surface 
runoff separation analysis that was performed with an automated digital filter technique 
developed by Arnold and Allen (1999).  This calibration phase was performed using several 
hydrologic parameters including the soil evaporation compensation factor, curve numbers, 
and soil available water capacity values, which were adjusted within acceptable ranges 
relative to their initial estimates to achieve the desired proportion of surface runoff to 
baseflow on an annual basis.  Based on these procedures, baseflow was found to comprise 
over 70% of the total annual average streamflow.  Once this ratio was determined, several 
other model parameters were adjusted to match the seasonal variation of the simulated flow 
with the measured flow on a monthly basis, including snowmelt parameters, the groundwater 
delay factor, and recession coefficients.  The calibration (1982-1990) yielded a strong 
correlation in annual streamflow (Figure 3) as indicated by an R2 of 0.93 and an E value of 
0.93.  The calculated statistics were of similar strength for the validation period (1991-97) of 
the annual flows, as evidenced by the R2 and E values of 0.96 and 0.92.  The calibration 
monthly time-series comparison (Figure 4) for 1982-90 also reveals a strong correspondence 
between the predicted and measured streamflows, with resulting R2 and E values of 0.74 and 
0.67.  The performance of the model was somewhat weaker for the monthly streamflow 
validation period (1991-97), although the R2 and E values of 0.66 and 0.58 show that the 
model generally tracked the observed streamflows accurately. 
 A baseline simulation was performed for the UMRB following the calibration and 
validation procedure.  The predicted sediment and nitrogen (N) loads are listed for each four 
digit watershed in Table 3.  The predicted baseline loadings ranged greatly between the 4-
digit watersheds, reflecting differences in land use throughout the region (e.g., less cropland 
in the northern areas), the presence of reservoirs that trap sediment (e.g. watershed 7100), and 
other factors.  The overall loads range from about 119 thousand tons for organic N to over 46 
million tons for sediment at the UMRB outlet.  The large nitrate losses relative to the organic 
N losses are generally consistent with measured data reported for 1997-2004 at Grafton.  
However, it is probable that the nitrate loads are being overpredicted at present, based on 
initial investigation of measured data for the period of 1997-2003.   
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Figure 3. Comparison of simulated versus measured annual streamflows at Grafton, 
Illinois for the calibration period (1982-1990) and validation period (1991-1997).   
 

R2 = 0.93  
E = 0.93

R2 = 0.96  
E = 0.92 
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Figure 4. Comparison of simulated versus measured monthly streamflows at Grafton, 
Illinois for the calibration period (1982-1990) and validation period (1991-1997).   
 
 
Table 3. Baseline loadings predicted at the outlets of the 4-digit watersheds. 

4-digit 
watershed Sediment Nitrate Organic N Total Nitrogen 

 Metric tons 
7010 3,443,603 49,847 21,373 71,220 
7020 2,261,387 26,426 19,048 45,474 
7030 336,137 4,821 1,355 6,176 
7040 9,101,316 94,690 24,657 119,347 
7050 760,550 9,729 2,209 11,937 
7060 17,452,539 146,652 31,347 177,999 
7070 1,143,156 12,713 4,874 17,587 
7080 28,979,658 288,691 81,378 370,069 
7090 2,707,139 32,246 22,319 54,565 
7100 913,502 50,919 21,157 72,076 
7110a 46,034,087 562,684 118,848 681,531 
7120 3,227,018 59,675 24,426 84,101 
7130 14,424,650 148,524 52,869 201,393 
aThe watershed 7110 outlet is the UMRB outlet at Grafton, Illinois (see Figure 2b). 
 
 
 The impacts of conservation practice scenarios are reported in Tables 4 and 5.  Essentially 
no impact on streamflows was predicted in response to the scenarios.  Reductions in the 
sediment loads were predicted to range from 4% in watershed 7100 to 54% in watershed 
7030.  The impact for watershed 7100 reflects the effect of two large reservoirs located on the 
main stem of the Des Moines River, which trap the majority of the sediment.  The effects of 
the conservation practices on nitrate were minor in the first scenario; the nitrate reductions 
ranged from -3 to 7%.  The negative numbers indicate that slight increases in nitrate 
movement to stream systems were predicted to occur in three of the 4-digit watersheds, 
which could occur due to greater nitrate leaching (in response to more terraces, etc.) and 
subsequently greater amounts of nitrate moving to the streams in subsurface flow.  The 

R2 = 0.74  
E = 0.67

R2 = 0.66  
E = 0.58 
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predicted relative reductions on organic N losses ranged from 25 to 56% for the initial 
scenario; the 43% reduction predicted for watershed 7100 may be questionable due to the 
sediment-trapping reservoirs.  The estimated reductions in total nitrogen losses were much 
lower (9-19%) across the 4-digit watersheds (Table 4), reflecting the fact that nitrate is the 
dominant component of the nitrogen losses.  The overall impacts on the sediment, nitrate, 
organic N, and total N for the first scenario at the UMRB outlet (watershed 7110) were 35, 7, 
43, and 13%, respectively.  The inclusion of a 10% reduction in the corn fertilizer application 
rates resulted in estimated nitrate, organic N, and total N decreases of 2-15, 26-56, and 10-
27% between the 13 4-digit watersheds (Table 5).  Overall reductions of 15, 44, and 20% 
were predicted at the UMRB outlet for the second scenario.   
 
 
Table 4. Relative reductions of simulated pollutants to the baseline for each 4-digit 
watershed in response to the conservation practice scenario. 

4-digit 
watershed Flow Sediment Nitrate Organic N Total 

Nitrogen 
 %  

7010 -1 41 3 39 14 
7020 -3 36 3 39 18 
7030 0 54 -3 56 10 
7040 -1 50 5 45 14 
7050 0 53 0 48 9 
7060 0 48 6 47 13 
7070 0 40 -1 37 10 
7080 0 42 6 49 15 
7090 -1 32 -2 50 19 
7100 1 4 1 43 13 
7110a 0 35 7 43 13 
7120 0 27 2 25 9 
7130 0 39 3 39 12 
aThe 4-digit watershed 7110 outlet is the UMRB outlet at Grafton, Illinois (see Figure 2b). 
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Table 5. Relative reductions of simulated pollutants to the baseline for each 4-digit 
watershed in response to the conservation practice scenario plus the 10% nitrogen 
fertilizer reduction. 

4-digit 
watershed Flow Sediment Nitrate Organic N Total 

Nitrogen 
 %  

7010 -1 41 8 40 17 
7020 -3 36 7 39 21 
7030 0 54 2 56 14 
7040 -1 50 10 45 17 
7050 0 53 2 48 10 
7060 -1 48 12 47 18 
7070 0 40 2 37 12 
7080 -1 42 13 49 21 
7090 -2 32 11 50 27 
7100 1 4 9 43 19 
7110a 0 35 15 44 20 
7120 0 27 15 26 18 
7130 0 39 13 40 20 
aThe 4-digit watershed 7110 outlet is the UMRB outlet at Grafton, Illinois (see Figure 2b). 
 
 
Conclusions 
 
 The SWAT modeling framework constructed for the UMRB proved to be a flexible and 
useful tool for evaluating the impact of the two scenarios on sediment loads and nitrogen 
losses at the UMRB outlet and the outlet of other major upstream watersheds.  The results 
reported here are preliminary; further calibration and validation of sediment and nutrient 
losses is needed to confirm the reliability of the model estimates.  Additional climate data is 
being obtained for the period 1998-2003 to enable a complete test of the model with the 
observed pollutant loadings available for 1997-2003 at Grafton and elsewhere in the UMRB.  
It is interesting to note that the conservation practices did significantly impact the sediment 
losses and sediment bound nitrogen, as would be expected, and that the 10% decrease in the 
corn nitrogen fertilizer application rates resulted in a doubling of the predicted nitrate 
reductions at Grafton.  This result was significantly less than estimated by McIssac et al.  
(2001), who state that a 12% reduction in nitrogen fertilizer over 1960-1998 for the entire 
Mississippi River Basin would have reduced the nitrate flux to the Gulf Mexico by 33%.  
Clearly, further investigation of alternative fertilizer and conservation practice effects is 
needed to determine the best options to reduce diffuse pollution in the UMRB and other 
major Mississippi River Basin subregions.     
 
 
 
 
 
 
 
 
 



3rd International SWAT Conference 

 453

References 
 
Arnold, J.G., and P.M.  Allen.  1999.  Automated methods for estimating baseflow and 

groundwater recharge from streamflow records.  J. of the American Water Resources 
Association 35(2):411-424. 

Arnold, J.G., R.S.  Muttiah, R.  Srinivasan, and P.M.  Allen.   2000.   Regional estimation of 
base flow and groundwater recharge in the upper Mississippi basin.   J. of Hydrology 
227(2000):21-40. 

Arnold, J.G., R. Srinivasan, R.S. Muttiah and J.R. Williams.  1998.  Large area hydrologic 
modeling and assessment part I: model development.  J. Amer. Water Resour. Assoc.  
34(1):73-89. 

Baumer, O., P.  Kenyon, and J.  Bettis.  1994.  MUUF v2.14 User’s Manual.  U.S.  
Department of Agriculture, Natural Resources Conservation Service, National Soil 
Survey Center, Lincoln, Nebraska. 

Gassman, P.W., S. Secchi, C.L. Kling, M. Jha, L.A. Kurkalova and H.L. Feng.  2005.  An 
Analysis of the 2004 Iowa Diffuse Pollution Needs Assessment using SWAT.  
Proceedings of the 3rd International SWAT Conference, Swiss Federal Institute of 
Environmental Science and Technology, Dubendorf, Switzerland. 

Goolsby, D.A., W.A.  Battaglin, B.T.  Aulenbach, and R.P.  Hooper.  2001.  Nitrogen input to 
the Gulf of Mexico.  Journal of Environmental Quality 30: 329-336. 

Goolsby, D.A., W.A. Battaglin, G.B. Lawrence, R.S. Artz, B.T. Aulenbach, R.P. Hooper, 
D.R. Keeney and G.J. Stensland.  1999.  Flux and sources of nutrients in the Mississippi-
Atchafalaya River Basin: Topic 3 report for the integrated assessment on hypoxia in the 
Gulf of Mexico.  NOAA Coastal Ocean Program Decision Analysis Series No.  17.  U.S.  
Department of Commerce, National Oceanic and Atmospheric Administration, National 
Centers for Coastal Ocean Science, Silver Spring, Maryland.  
http://www.nos.noaa.gov/products/pubs_hypox.html. 

NAS.  2000.  The changing face of the UMR Basin; agriculture: Selected profiles of farming 
and farm practices.  National Audubon Society, Upper Mississippi River Campaign, St.  
Paul, Minnesota.  http://www.umbsn.org/news/documents/chg_face.pdf. 

Nusser, S.M. and J.J. Goebel.  1997.  The national resources inventory: a long-term multi-
resource monitoring programme.  Environ. Ecol. Stat.  4:181-204. 

McIssac, G.F., M.B. David, G.Z. Gertner and D.A. Goolsby.  2001.  Nitrate Flux in the 
Mississippi River.  Nature 414(8):166-167. 

Rabalais, N.N., R.E. Turner and D. Scavia.  2002. Beyond science into policy: Gulf of 
Mexico hypoxia and the Mississippi River.  BioScience 52(2): 129-142. 

Sanabria, J. and D.W. Goss.  1997.  Construction of input for environmental simulation 
models using multivariate analysis.  In Proc. South Central SAS (Statistical Analysis 
System) Users Meeting, 217-234.  Houston, TX. 

Seaber, P.R., F.P. Kapinos and G.L. Knapp. 1987. Hydrologic Units Maps. U.S. Geological 
Survey, Water-Supply Paper 2294. 

Vogelmann, J.E., S.M. Howard, L. Yang, C.R. Larson, B.K. Wylie and N. Van Driel.  2001.  
Completion of the 1990s National Land Cover Data Set for the conterminous United 
States from Landsat Thematic Mapper Data and ancillary data sources.  Photogramm.  
Eng. Remote Sens.  67(6):650-655, 657-659,661-662. 

 
 



3rd International SWAT Conference 

 

 
454

Macro-scale Catchment Modeling in Northwest Russia 
 
S.A. Kondratyev1  
1Institute of Limnology of the Russian Academy of Sciences, Sevastyanova 9, St.  
Petersburg, 196105 Russia. Email:  kondratyev@limno.org.ru 
 
 
Abstract 
 
 A model of phosphorus balance of a large aquatic system and its catchment was 
developed.  The model was tested for the freshwater system of Lake Ladoga and Neva Bay of 
the Gulf of Finland with a total catchment area of about 29,500 km2.  An assessment of the 
influence of load from point and nonpoint sources of phosphorus in the system was 
conducted.  It was shown that present total phosphorus concentration in Lake Ladoga is far 
from the corresponding critical value.  Eutrophic status and phosphorus levels in the Neva 
Bay depend mainly on outflow from Lake Ladoga and are impacted by the waste waters of 
St. Petersburg.   
 
 
Introduction 
 
 The aim of this study was to develop a model for the phosphorus balance of a macro-scale 
catchment in order to test the water systems of Lake Ladoga and the Neva Bay of the Gulf of 
Finland.  The role of various elements of landscapes, land cover, point sources of load, 
changes in formation of phosphorus load and phosphorus regime of surface waters in this 
aquatic system were explored.  The main objective in model development was to couple a 
phosphorus balance model with physically-based models like SWAT for assessment of 
distributed parameters in sub-catchments 
 
 
Methodology 
 
Catchment Modeling: General Approach 
 There are two ways of constructing catchment models with various levels of complexity.  
The first involves development of hydrodynamic, hydraulic and chemical kinetic equations, 
and their analytical solutions.  As a rule, this approach can be used for simple basins, small 
temporal intervals and a large amount of initial data.  The models are called physically-based 
or deterministic (Kuchment, 1980) models.  The second approach is empirical or semi-
empirical generalization of knowledge, concerning the phenomena under study at various 
spatial and temporal levels, in the form of simple equations.  The structure of empirical 
models depends on the amount of initial data that are available.  It is better to use the 
physically-based models for describing processes at the micro-scale in catchments with 
diurnal variability.  Empirical or semi-empirical models are usually better for estimation of 
annual changes in large, macro-scale catchments.  Different combinations of physically-based 
and empirical models are called conceptual models, usually these models include empirical 
equations based on physical concepts.   
 The procedure for catchment model development is shown in Figure 1.  The main factors 
defining the structure of the model are spatial and temporal.  The selection of scales depends 
on the requirements of the task, the initial data available, the phenomena of interest, and a 
particular catchment.  Ideally, a scientist should have a bank of models, consisting of sub-
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models with various levels of complexity, which influence the model selection.  The temporal 
scale of a model depends substantially on the range of variability of investigated processes, 
which is defined by scale of process variability, and the step-type behavior and scale of 
averaging of the initial data (Rozhkov & Trapeznikov, 1990). 
 There are three basic categories of spatial scales of modeling: macro, meso, and micro.  
Continents, states, catchments of the large rivers and reservoirs, and spatial cells of global 
circulation atmospheric models can be related to number of macro-scale catchments.  Meso-
scale objects of modeling (landscape structures, the administrative formations, river 
catchments) represent the most extensive category of catchment, which are considered at the 
decision of practical tasks.  The micro-scale objects include small homogeneous catchments, 
research plots, and point objects.  They, as a rule, are objects of special experimental research 
and detailed verification of models. 
 The choice of a schematization of the catchments surface is the important factor that 
determines structure of model.  Such ways of a schematization of a surface, as ‘the open 
book’, ‘the kinematic cascade’, ‘uniform grid’, ‘homogeneous basins + channel’, etc.  
frequently were used on the initial stages of development of catchment modeling 
(Kondratyev, 1992).  The schematizations of a catchments surface on the basis of a ‘finite 
elements’ method (Kuchment et al., 2000) and runoff formations complexes (Vinogradov, 
1988) are widely distributed.  The allocation of elementary and cascade landscapes-
geochemical systems is seemed perspective also (Kosheleva, 2003).  Perfection of computer 
facilities and wide introduction of geoinformational technologies into modeling practice have 
allowed to automate labor-consuming enough procedures of a spatial schematization of 
catchment and to unite existing databases with mathematical models.   
 All mentioned methods are quite suitable for micro- and meso-scale modeling.  Macro-
scale areas with hundreds or thousands rivers and lakes usually need special approach of 
model development.  Volume of available initial data is of great importance for structure of 
this model.  For macro-scale modeling it is very important to define (i) the spatial structure of 
the model as a set of sub-models for selected sub-catchment and water bodies, (ii) the 
interaction between these sub-models.  Well known and verified models like SWAT, AGWA 
or MIKE-SHE can be used as sub-models.  At present study a special attention is paid for 
definition of interaction between sub-models for selected sub-catchment and water bodies in 
the framework of macro-scale model of large “rivers-lakes” system.  Future development of 
each sub-model by using physically-based distributed models is the next step of research. 
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Figure 1.  General structure of catchment model development (Kondratyev & Mendel, 
1997). 
 
 
Studied Area and Description of the Model 
 Lake Ladoga is the largest European lake with surface area about 18 000 km2.  The lake 
volume is 908 km3, and its average and maximum depths are 51 m and 230 m, respectively.  
The catchment of Lake Ladoga has an area more than 280 000 km2 and 20% of this area is 
located in Finland.  The water system of Lake Ladoga includes the catchments of lakes 
Saimaa (Finland), Onega and Ilmen (North-west Russia) connected by large rivers: Vuoksa, 
Svir and Volkhov.  The case study catchment is located on the territory of 7 administrative 
regions of Russia and 4 provinces of Finland.  The Neva Bay (400 km2) is a freshwater part 
of the Gulf of Finland of the Baltic Sea.  Water quality and ecological state of the Neva Bay 
depend on Lake Ladoga outflow and impact of St. Petersburg.  Phosphorus is an element 
which defines the eutrophication of studied freshwater system, that is why a special model of 
phosphorus balance was developed. 
 There are about 50 000 lakes and 60 000 rivers at studied area.  Traditional scheme of 
catchment model as a set of slopes and river channels is not valid in this case.  Five main 
water bodies (lakes Saimaa, Onega, Lagoga, Ilmen and Neva Bay) and five sub-catchments 
were selected as a main units for the modeling (Fig.  2).  Areas of studied water bodies (Fwb), 
their catchments (Fc), and water surface in catchments (Fcw) are presented in Table 1. 
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Figure 2.  Water system of Lake Ladoga and Neva Bay of the Gulf of Finland (numbers 
of sub-catchments – according Table 1). 
 
 
Table 1.  Areas of studied water bodies, their catchments and water surface in 
catchments.   
№ Name Area (km2) 
1 Saimaa catchment / including water surface 56130 / 8419  
2 Onega catchment / including water surface 41770 / 3721  
3 Ladoga immediate catchment / including water surface  93058 / 2857  
4 Ilmen catchment / including water surface 66190 / 1215  
5 Neva river and Neva Bay catchment / including water 

surface 
6660 / 36  

6 Lake Saimaa  4460 
7 Lake Onega 9720 
8 Lake Ladoga 17329 
9 Lake Ilmen 1200 
10 Neva Bay of the Gulf of Finland 400 
 Total 296917 
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Figure 3.  The scheme of phosphorus balance model for catchment – water body system.   
 
 
 The main components of phosphorus balance of the catchment-water body system with 
main interactions described by developed model are shown in Figure 3.   
 Annual total phosphorus (Ptot) load on water body from catchment area f1 is: 
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where ki is coefficient of Ptot emission in water bodies for i–type of land cover, Fi - area of i-
type land cover, Lp – point sources load, la- atmospheric specific load, Fсw – area of surface 
waters in catchment, Rc – coefficient of Ptot retention in catchment surface waters.  The 
following empirical relationship was used for Rc assessment (Ostrofsky, 1978): 
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where w is runoff depth.  The equation of Ptot annual balance in water body is: 
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where CP is annual Ptot concentration in water body, V – water volume,  f2  – Ptot inflow from 
upper parts of water system (for Lake Ladoga it is a sum of inflows from lakes Saimaa, 
Onega and Ilmen, for the Neva Bay – inflow from Lake Ladoga), f3  – Ptot inflow from lower 
parts of water system (it is equals 0 for all water bodies excepting the Neva Bay where inflow 
from the Eastern Gulf of Finland is very important as a result of reverse fluxes), f4  - Ptot input 
from bottom sediments (internal load), f5 – atmospheric deposition, f6 – Ptot direct point 
sources inputs,  f7 – Ptot retention in water body, f8 - Ptot outflow.  Annual phosphorus 
retention in water body f7 is:  
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where Rw is coefficient of Ptot retention in water body, calculated by using the equation 
similar like above mentioned: 
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Changes of various land cover areas Fi were taken from State Statistical Committee 
(Social…, 2003).  Information about land covers of the Finnish part of studied area was taken 
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from web-site “Statistics Finland” (http://www.tilastokeskus.fi/index_en.html).  Dynamic of 
agricultural areas in studied catchments is presented in Fig.4a.  Point sources load on 
catchment surface waters (Fig.  4b) Lp was taken from the results of previous study 
(Kondratyev et al., 2002) and materials of State Statistic Committee (Social…, 2003).  
Values of coefficient of Ptot emission in water body ki for selected types of land cover are 
presented in Table 2.    
 

 
a) b) 

Fig.4.  Dynamics of agricultural areas (a) and point sources load (b) water in Lake 
Onega catchment (1), Lake Ilmen catchment (2), Lake Ladoga immediate catchment 
(3), Neva River and Neva Bay catchment (4). 
 
 
Table 2.  Coefficients of nonpoint emission (ki)  of  Ptot  in surface waters for various land 
covers in the Gulf of Finland catchment (Kondratyev et al., 2003) 
№ Land cover ki - kg km-2year-1   
1 Marshes 29 
2 Forest 35 
3 Agriculture 110 
4 Urban 90 
5 Others 30 
 
 
 Atmospheric specific phosphorus load on catchment area la is equal to 1.9 kg km-2 y-1.  
Annual characteristics of runoff were constant for selected catchments: w = 0.28 m y-1 for 
Lake Ilmen catchment, w = 0.30 m y-1 for Lake Saimaa catchment, Lake Ladoga immediate 
catchment and Neva Bay catchment, w = 0.32 m y-1 for Lake Onega catchment.  Annual Ptot 
inflow from upper parts f2  is equal to 0 for Lake Saimaa, Lake Onega and Lake Ilmen.  For 
Lake Ladoga  f2  is equal to Ptot outflows from above mentioned lakes.  For Neva Bay f2  is 
equal to outflow from Lake Ladoga.  Annual Ptot inflow from lower parts f3  is calculated only 
for Neva Bay.  About 30% of annual inflow comes in bay from eastern part of the Gulf of 
Finland as a result of reverse fluxes (f3=0.3 f2).  Annual Ptot inflow from bottom sediments (f4  
- internal load) was assessed by using results of previous studied (Kondratyev et al., 1997; 
Ignatieva, 1996; 1999): f4 =  790 t y-1 for Lake Ladoga   and  60 t y-1 for Neva Bay.  
Dynamics of direct Ptot inputs f6 in Lake Ladoga and in Neva Bay from St. Petersburg 
according State Enterprise “Vodokanal of St. Petersburg” plan of municipal wastewaters 
treatment (Environmental…, 2003) are shown in Fig.5 a & b. 
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a) b) 

  
Fig.  5.  Dynamics of direct Ptot inputs in Lake Ladoga (a) and in Neva Bay (b): 
untreated wastewaters (1), outputs of Central treatment plant (2), Northern treatment 
plant (3), South-Eastern treatment plant (4) and Krasnoselskaya treatment plant (5). 
 
 
Results and Discussion 
 
 Calculation of phosphorus balance of studied water system was made for period 1980 – 
2014.  The comparison between calculated and measured Ptot concentrations in Lake Ladoga 
(Figure 6a) shows that the model is quite adequate.  Decrease of Ptot concentration in Lake 
Ladoga can be explained by decrease of components of external load.  Main reasons of this 
decrease were effective environmental protection measures in 80th and economical crisis in 
90th. 
 Calculated dynamic of main components of Ptot balance in the Neva Bay is shown in Fig 
.6b.  It is possible to note that phosphorus loads on the Neva Bay from St.  Petersburg’ 
wastewaters are 25-30% higher than load from the Neva river and Lake Ladoga.  Ptot inflow 
from the Eastern Gulf of Finland as a result of reverse fluxes is also important part of 
phosphorus load on the Neva Bay (up to 1250 t y-1).  High rate of water exchange and low 
residence time are the reasons of low phosphorus retention in the Neva Bay calculated by 
using equation (5).   
 
 
a) b) 

 
Fig.6.  Calculated (1) and measured (2) Ptot concentration in Lake Ladoga (a); calculated 
components of Ptot balance in the Neva Bay (b): inflow with Neva runoff (1), municipal 
wastewaters (2), inflow from the Easter Gulf of Finland with reverse fluxes (3), 
retention in the Neva Bay (4), outflow to the Easter Gulf of Finland (5). 
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 Developed model can be used for assessment of the role of different land covers and 
elements of landscapes in water quality formation for studied water bodies.  For example, it is 
possible to assess Ptot retention in catchment surface waters and water bodies, which are the 
important elements of landscape.  Calculated values of coefficient of Ptot retention for studied 
sub-catchments and water bodies are presented in Table 3.  Lake Onega has the highest value 
of coefficients of Ptot retention, because its residence time (time of water exchange) is about 
eighteen years.  Rw for Lake Ladoga is equals to 0.71, its retention time is about 11 years.  At 
the same time the residence time for Neva Bay is about one week, that is why Ptot retention in 
Neva Bay is less the 10% (Fig.  6b). 
 
 
Table 3.  Coefficients of Ptot retention in water bodies (Rw) and catchment surface 
waters (Rc). 
№ Name Coefficients of Ptot retention 
1 Lake Saimaa 0.71 
2 Lake Saimaa catchment surface waters 0.75 
3 Lake Onega 0.76 
4 Lake Onega catchment surface waters 0.71 
5 Lake Ladoga 0.71 
6 Lake Ladoga immediate catchment surface waters 0.60 
7 Lake Ilmen 0.53 
8 Lake Ilmen catchment surface waters 0.53 
9 Neva Bay 0.09 
10 River Neva and Neva Bay catchment surface waters 0.32 
                                                    Mean 0.57 
 
 
 Present Ptot load forms the concentration in Lake Ladoga equals to 14.3 mkg l-1.  The load 
consists of natural and anthropogenic parts.  If the direct point load will be excluded and if 
coefficients of Ptot emission from urban and agricultural areas will be changed on coefficients 
of emission from natural land cover, results of calculation will show the response of the lake 
on natural part of load.  In this case the Ptot concentration in Lake Ladoga will equal to13.2 
mkg l-1.  This value corresponds the impact of natural landscapes and land covers.  Man-
made part of load increase the Ptot  concentration in Lake Ladoga only on 8%. 
 Assessment of expecting Ptot concentration in the Neva Bay depending on various 
scenarios of wastewaters treatment in St.  Petersburg is presented in Table.4.  Wastewaters 
treatment under HELCOM recommendations (1.5  mg Рtot l-1 for all outlets of municipal 
treatment plants) together with implementation of State Enterprise “Vodokanal of St. 
Petersburg” scenario will lead to decrease of Ptot content in the Neva Bay only about 5 % to 
2004 level.  It is worse then results of calculation with present degree of treatment.  
Additional treatment of wastewaters at all treatment plants according the EU 
recommendations (1.0 mg Ptot l-1 in treated waters) will lead to decrease of Ptot content in The 
Neva Bay about  22 %.  Extra treatment up to 0.8 mg Ptot l-1 in treated waters will decrease 
Ptot content in the Neva Bay on 29 % to 2004 level.  The obtained results can be use to 
decision makers for evaluation of perspectives of practical application of new and very 
expensive technologies of municipal wastewaters treatment taking into account possible 
response of the Neva Bay’s water quality. 
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Table 4. Results of simulation modeling with the aim of assessment of future changes of 
Ptot concentration in Neva Bay depending on scenarios of wastewaters treatment in St. 
Petersburg. 

Scenario % from 2004 
value 
 (39.8 mkg l-1) 

Without treatment 153 
State Enterprise “Vodokanal of St. Petersburg” treatment plan  85 
Ptot concentration in treated waters - 1.5 mg l-1 (HELCOM 
recommendation) 

95 

Ptot concentration in treated waters - 1.0 mg l-1 (EU recommendation) 78 
Ptot concentration in treated waters - 0.8 mg l-1 71 

 
 
Conclusions 
 
 The model of phosphorus balance of large water system and its catchment area was 
developed and tested for freshwater system of Lake Ladoga and Neva Bay of the Gulf of 
Finland.  The model was used for assessment of the role of point and nonpoint sources of 
phosphorus loading in water quality formation for the system.  Phosphorus retention in 
catchment surface waters and water bodies was assessed:  the water bodies with high 
residence time are characterized by high values of coefficients of phosphorus retention.  An 
assessment was made of potential future phosphorus concentration in Neva Bay depending on 
various scenarios of wastewaters treatment in St. Petersburg.   
 The nearest perspectives of the model development are (i) to couple the model of 
phosphorus balance with physically-based models like SWAT for assessment of distributed 
hydrological parameters in sub-catchments, (ii) to assess the influence of hydrological 
changes on phosphorus fluxes and (iii) to investigate spatial distribution of nonpoint 
phosphorus emission from various land covers in the studied water system. 
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Abstract 
  
 Soil erosion has special importance in the watershed of Lake Balaton, Hungary, since 
the sediment, rich in organic matter and nutrients, can accelerate eutrophication of the 
lake.  Non-point source pollution of the lake has become recognized as an important 
environmental problem associated with agricultural production.  The agricultural diffuse 
phosphorus loading of Lake Balaton must be further decreased in order to maintain good 
water quality.  Modeling phosphorus (P) loss from agricultural watersheds is key to 
quantifying the long-term water quality benefits of alternative best management 
practices.  The goal of the 3/024/2001 NKFP project was to develop policy scenarios that 
may result in significant reduction of P loads.  Three major objectives were set up:  i) the 
mechanism of phosphorus transport should be clarified and modeled because the 
mechanisms associated with this process are not sufficiently known,  ii) build a coherent 
watershed database and publish it on the homepage of the project so that it can meet 
different levels of demand on information.  iii) develop these new services, to work out 
environmentally friendly farming alternatives and test the farmers` acceptance.   
     The Soil and Water Assessment Tool (SWAT) was chosen to study soil erosion in a 
subwatershed on long-term simulations for management purposes.  The model requires 
satisfactory spatial information on topography, hydrography, land use, soil 
characteristics, management, etc.  Large-scale spatial information on soil properties, 
which significantly affects formulation of runoff and soil loss, can provide suitable 
information with the expected accuracy.  To create DDM and for compilation of a land 
cover map 1:10,000 scale topographic maps were used.  A 1:10,000 scale soil map and 
the National 1:25,000 Scale Spatial Soil Information System were used as basic 
information for soil characteristics with new laboratory data from the area for 
compilation of soilscape and generation of soil input parameters.  To control the land use 
and soil data, a characteristic study catchment was selected.  In order to model 
calibration, the outlet of the pilot area has been equipped with an automatic flow meter, a 
rainfall collector, and sediment samplers.  The process of map compilation and results of 
soil input parameter generation achieved in a pilot area (Somogybabod) in a 
subwatershed (Tetves) of Lake Balaton are presented in this paper.   
 
 
Introduction  
 
 Physically based, distributed hydrological models (PDHMs), whose input parameters 
have a physical interpretation and explicit representation of spatial variability (Abbott et 
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al., 1986) are increasingly being used to solve complex problems in water resource 
applications.  However, problems with PDHMs include a lack of sufficient data to fully 
characterize spatial variability, scale problems of field measurements and model 
parameter elements, and imperfect representations of real processes in models (Beven, 
1989).  These factors result in the requirement of model calibration and validation 
(Anderton et al., 2003).  Unfortunately, the use of this kind of modeling requires spatially 
distributed databases and advanced GIS applications.  There is a lack of understanding of 
the robustness, sensitivity and validation of these models in relation to different 
parameterizations.  In particular, questions are raised about the appropriate resolution of 
the spatial soil and land use input data.   
 The goal of the 3/024/2001 NKFP project is to identify which alternate management 
practices or land use changes can potentially help mitigate diffuse phosphorous pollution 
of Lake Balaton, Hungary.   
 The Soil and Water Assessment Tool (SWAT) was chosen to study soil erosion in a 
subwatershed on long-term simulations for management purposes.  The objective of this 
paper is to describe primary results of applying the SWAT model to a study catchment.  
The SWAT model was developed as a river basin scale model to quantify and predict the 
effects from different land management practices in large, complex catchments (Arnold 
et al., 1998).  In this study we compare different approaches of watershed delineation 
processes.  More precisely, we will analyze the sensitivity of AVSWAT to the spatial 
variability of soil and land use map information by comparing the pre-processed data 
results to a pilot area.   
 
 
Methodology  
 
Model Description  
 In this case study, the AVSWAT version of the SWAT2000 model was used (Di 
Luzio, 2002).  This version is integrated with ArcView GIS and applies some of the 
ArcView functions.   
 
The Study Catchment and the Pilot Area  
 The study catchment (Tetves) is situated in the south part of the Lake Balaton 
Watershed in Hungary (Figure 1).  The total surface area of the study catchment is 74 
km2.  The average elevation of the catchment is 206 m a.s.l. and the terrain is gently 
undulating.  As reference for the HRU (Hydrological Response Unit) distribution and for 
further calibration, a pilot area (Somogybabod) in the study catchment was selected.  The 
total area of the pilot area is 7 km2 

and the outlet was equipped with an automatic flow 
meter, rainfall collector and sediment samplers.   
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Figure 1. The study catchment and the pilot area.   
 
General Input Data for SWAT Simulations  
 The digital elevation model (DEM) was used for delineation and topographic 
characterization of the watershed (Figure 2).  The DEM of the watershed was obtained by 
digitizing topographic maps at a scale of 1:10,000.  The maps were rasterized and 
georeferenced, and then elevation contour lines and spot heights were vectorized in order 
to obtain the geographic database for topography.  The DEM was built by processing the 
digital topographic data through the TIN and “topogrid” procedures implemented in the 
ESRI ARC/INFO software.   
 The weather data were obtained from the Hungarian Meteorological Service.  The 
data set includes the daily precipitation rate and the daily maximum/minimum 
temperature.  The simulated year was a typical climate year (1992) with 635 mm 
precipitation.   
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The land use map was created using the European CORINE Land Cover 1:50,000 vector 
map (CLC50) dataset (Figure 3).  The CLC50 consists of a geographical database 
describing vegetation and land use in 87 classes.  The initial classification of the CLC 
land use was not in agreement with the model classification; therefore, a reclassification 
of the land use (based on its specification) was done.   
 

 
Figure 2. DEM.        Figure 3. CORINE.   
 
 
 At the beginning of the study, no suitable soil map for the area was available.  The 
only sufficiently detailed map of soils for the study area was acquired from an association 
map.  The map, developed by Kreybig (1937) at a scale of 1:25,000, does not strictly 
show the individual soil types.  Instead the map shows compound soil-landform units, 
referred to as map units, which are characterized by different and particular collections or 
associations of soils (Figure 4).  Each soil type is characterized via the “representative 
profile” with layers.  The underlying attributes of the map consist of field descriptions of 
the soil profile, physical properties such as moisture, structure, texture, extractions and 
measured laboratory data (organic carbon content, pH and nutrients) in each diagnostic 
horizon.  The soil layer was obtained using the digitalized KREYBIG map at the scale of 
1:25,000.  Physical and hydrological properties of the soil profiles were related to the 



3rd International SWAT Conference 

 468

corresponding cartographic units using taxonomy categories.  Soil parameterization was 
taken from the laboratory-measured data of the KREYBIG dataset.  After extraction of 
the soil data, the missing soil parameters for each soil layer were estimated by using 
pedotransfer functions (Fodor and Rajkai, 2004).  Management input data were combined 
from information provided by several farmers and experts.  In the case of flow data, 
water quality data, forested area management, and some of the crop parameters, the 
SWAT database values were used.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.  DKSIS.   

 
 
Modeling Scenarios  
 The subbasin size threshold value (CSTV) plays an important role in determining the 
detail of the stream network and the size and number of subbasins.  The interface lists a 
minimum, maximum, and suggested subbasin area in hectares.  The number of subbasins 
and HRUs was determined after some investigation of the scale effect.  In the first option, 
the study catchment was subdivided into subbasins based on a threshold area suggested 
by the SWAT model.  The initial stream network defined by watershed delineation was 
refined adding outlet locations in the study catchment and the pilot area which 
corresponded to the stream flow gages.  Several combinations of threshold values were 
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tested for HRU delineation.  The HRU distribution procedure subdivides the catchment 
into areas having unique land use and soil combinations, and enables the model to reflect 
differences in evapotranspiration and other hydrologic conditions for different land 
cover/crops and soils.  Runoff is predicted separately for each HRU and routed to obtain 
the total runoff for the watershed.  This increases the accuracy of load predictions and 
provides a much better physical description of the water balance.  The user has two 
options in determining the HRU distribution: assign a single HRU to each subbasin or 
assign multiple HRUs to each subbasin.  For characterizing the soil type and land use in 
each HRU, the dominant and multiple soil/land use distributions were considered.   
 
 
Results and Discussion 
  
 In the first option, the entire Tetves Stream Catchment was subdivided into 15 
subbasins based on a threshold area of 200 hectares, as suggested by the model.  The total 
number of HRUs in the study catchment and the pilot area, according to the different 
HRU distributions, are shown in Table 1.   
 If multiple HRUs are selected, the user may specify sensitivities for the land use and 
soil data that will be used to determine the number and kind of HRUs in each subbasin.  
All of the land use and soil type classes will be considered if the user determines zero for 
the Land Use (%) over the subbasin area and zero for the Soil Class (%) over Land Use.  
If a single HRU per subbasin is selected, the dominant land use category and soil type 
within each subbasin determines the HRU distribution.  These options produced different 
cover for the land uses and soil types for the study catchment area and for the pilot area, 
and are shown in Tables 2 and 3.   
 To analyze the sensitivity of the model to the spatial variability of land use and soil 
data, the CSTV200 and CSTV100 were compared.  The suggested value (CSTV200) was 
not detailed enough because the results were analyzed in the pilot area.  In this case, the 
CSTV100 was needed.   
 
 
Table 1. CSTV and LandUse/Soil options.   

CSTV  
(ha)  Study catchment (TETVES)  Pilot area (SOMOGYBABOD)  

 
Number 
of Sub-
basins  

DOMINANT 
LandUse/Soil 
OPTION 

MULTIPLE 
HRUs 
LandUse/Soil 
OPTION 

Number 
of Sub-
basins 

DOMINANT 
LandUse/Soil 
OPTION 

MULTIPLE 
HRUs 
LandUse/Soil 
OPTION 

100  41  41  520  3  3  25  
200  
(suggested)  15  15  273  1  1  18  

 
 
 



3rd International SWAT Conference 

 470

Table 2. Land use classes in SWAT land cover/plant codes.   

Land Use Study catchment  
%Wat. Area 

Pilot area  
%Sub. Area  

 CSTV 200  CSTV 100 CSTV 100  

 multiple 
HRU’s  

single 
HRU  

multiple 
HRUs  

single 
HRU  single HRU  

Range-Brush (RNGB)  0.27  -  -  -  -  
Agricultural Land-Generic 
(AGRL)  29.13  -  34.01  -  52.34  

Agricultural Land-Row Crops 
(AGRR)  9.19  40.22  0.69  -  -  

Forest-Deciduous (FRSD)  45.42  59.56  58.08  100  47.66  
Forest-Evergreen (FRSE)  1.47  -  1.28  -  -  
Forest-Mixed (FRST)  0.34  -  -  -  -  
Orchard (ORCD)  2.54  -  4.51  -  -  
Pasture (PAST)  1.30  -  -  -  -  
Italian (Annual) Ryegrass 
(RYEG)  3.11  -  1.04  -  -  

Water (WATR)  0.26  -  -  -  -  
Wetlands-Forested (WETF)  3.11  -  -  -  -  
Residential-Low Density (URLD) 3.57  0.22  0.39  -  -  
Industrial (UIDU)  0.29  -  -  -  -  

 
 
Table 3. Soil types.   

Soil study catchment 
%Wat. Area 

pilot area %Sub. 
Area 

 CSTV 200  CSTV 100  CSTV 100  

 multiple 
HRUs  

single 
HRUs  

multiple 
HRUs  

single 
HRUs  single HRUs  

SB1  51.13  68.68  79.51  100  100  
SB113  6.16  9.87  -  -  -  
SB114  19.92  16.25  18.63  -  -  
SB116  9.74  4.98  0.87  -  -  
SB117  10.62  -  0.37  -  -  
SB118  0.03  -  -  -  -  
SB206  2.41  0.22  0.60  -  -  
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Conclusions 
 
 This study has shown that there are differences in the HRU distributions in subbasins 
according to the subbasin size threshold value.  Due to high variability in soil types and 
land uses (and also some inaccuracy) a higher threshold value than what was suggested 
was needed for a realistic HRU distribution.  It seems that the CLC50 land use and 
KREYBIG soil maps are sufficient for this modeling exercise because more detailed land 
use and soil maps would not be useful in SWAT (only the most common combinations 
appear in the HRUs and less common soil types disappear).  Therefore, it is advised to 
take precautions before applying an integrated model.   
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Abstract 
 
 Precipitation is the most important driving factor for rainfall-runoff models.  Typically, 
only point measurements made with rain gauges are available.  Interpolation is required to 
estimate precipitation in other parts of the catchment.  The current version of SWAT uses a 
nearest neighbour approach.  However, many other interpolation methods, such as inverse 
distance weighting, inverse square distance weighting, kriging with a time-stable variogram, 
and kriging with daily variograms are available.  The first objective of this work was to 
compare the interpolation accuracy of these five interpolation methods through cross-
validation.  Daily precipitation time series from a network of 18 stations in the Lahn-Dill 
Region (Germany) were used in this study.  Cross-validation showed that all interpolation 
schemes had a similar accuracy, except for the nearest neighbour interpolation characterised 
by a lower accuracy.  The second objective was to analyze the impact of different 
interpolation schemes on the quality of automatically calibrated SWAT simulations both with 
respect to different components of the water cycle and the optimised model parameters.  All 
of the interpolation methods were used to generate precipitation input data for the Aar 
Catchment, a 134 km2 catchment within the Lahn-Dill Region.  The interpolation methods 
resulted in different water balances with the strongest relative increase in the deep aquifer 
recharge.  Despite our expectations, the automatic calibration was only partly able to 
compensate for the differences in the precipitation values, which was attributed to the 
dominance of the lateral flow component in the Aar Catchment. 
 
 
Introduction 
 
 Precipitation at daily time-step is the most important component in hydrological 
modelling.  Although precipitation has a high degree of variability both in space and time, in 
most areas the density of rain gauges is low.  Interpolation is required to estimate 
precipitation in other parts of the catchment.  The current version of SWAT uses a nearest 
neighbour approach.  However, many other interpolation methods are available in the 
literature. 
 The first objective of this work is to compare the interpolation accuracy of five 
interpolation methods based on daily precipitation data recorded from a network of 18 
precipitation stations in the Lahn-Dill Region (Germany).  The second objective is to analyze 
the impact of the different interpolation schemes on the quality of automatically calibrated 
SWAT simulations, both with respect to different components of the water cycle and the 
optimised model parameters.  To achieve this, the interpolation methods were used to 
generate five different sets of precipitation input values.  Then, each precipitation field was 
used to automatically calibrate a modified version of the SWAT2000 model (Eckhardt et al., 
2002). 
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Methodology 
 
Interpolation Methods 
 In this paper, five methods used to interpolate precipitation were compared.  The first 
method is based on the nearest neighbour.  In nearest neighbour interpolation, it is assumed 
that values at unsampled locations are equal to the value at the nearest sampled point.  This is 
the interpolation method used in SWAT2000.  Since this method only considers 
measurements at the nearest station and does not include measurements from other nearby 
stations, it is often considered as a crude interpolation method, showing unrealistic and 
discontinuous precipitation fields. 
 In the inverse distance and inverse square distance interpolation methods, the values at 
unsampled locations are achieved by weighting the measurements at each precipitation 
station with the inverse of the distance or the inverse of the squared distance, respectively.  
The inverse square distance interpolation puts more weight on nearby measurements.  In their 
simplest form when all precipitation stations in an area are considered, these methods distort 
the occurrence frequency of precipitation because precipitation will be predicted at the 
unsampled location, once precipitation was measured at any one of the stations.  To avoid 
this distortion, a limited number of four nearest stations were included in these interpolation 
methods. 
 The final two methods are based on ordinary kriging, where the weights for each 
measurement location are achieved through a function that describes the dependence of the 
variance on the distance between sample locations.  This function is known as the variogram 
and it must be estimated from the precipitation data.  Typically, a large number of 
measurements (>150) is required to accurately estimate this variogram and clearly such a 
large number of precipitation stations is seldom available.  In this paper, two approaches to 
estimating the variogram were considered.  In the first approach, a time-stable variogram was 
hypothesised.  This allows the use of precipitation measurements from all dates, which 
strongly increases the amount of measurements to estimate the variogram.  Of course, this is 
a rather crude assumption because it is well known that convective rainfall events are much 
more spatially variable than advective rainfall events.  In the second approach, a variogram 
was estimated separately for each day.  Although this approach potentially considers the 
spatial variability of different rainfall events, it is very inaccurate to estimate the variogram 
from only a small number of precipitation stations.  Therefore, it is questionable whether the 
second approach is more accurate than the first one.  Both ordinary kriging methods also 
suffer from the same distortion of the precipitation occurrence frequency described earlier, 
albeit to a lesser extent than interpolation methods based on the distance only.  Therefore, the 
number of stations included in the interpolation has been limited to a search radius of 10 km. 
 
Aar Catchment 
 The Aar Catchment is a subcatchment of the low mountainous Dill Catchment in 
Germany.  It has an area of 131 km2 with an elevation range from 220 to 596 m a.s.l, and an 
average altitude of about 349 m (Figure 1).  The Aar Catchment is covered by 29% deciduous 
forest, 23% coniferous forest, 19% pasture, 6% cropland and 9% urban area, as determined 
from a composite of Landsat TM5-scenes from 1994 and 1995 (Nöhles, 2000).  Soil data are 
available in a 1:50,000 scale soil map (HLUG, 1998).  For the SWAT simulations, the Aar 
Catchment was divided into 10 subbasins and 151 hydrological response units. 
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Figure 1.  The Aar Catchment, Germany. 
 
 
 For the automated calibration of the Aar Catchment, a version of the Shuffled Complex 
Evolution Metropolis (SCEM) algorithm coupled with SWAT2000 in a Matlab environment 
was used.  SCEM-UA is an effective and efficient optimisation algorithm that simultaneously 
finds the optimal model parameters and their uncertainty bounds within a parameter space 
defined by upper and lower values for each calibrated model parameter (Table 1).  For more 
information on this optimisation algorithm, refer to Vrugt et al. (2003).   
 A modified version of SWAT2000, SWAT-G, adapted to low mountainous regions in 
Germany (Eckhardt et al., 2002) was used for these simulations.  One of the main differences 
between SWAT-G and other versions of SWAT is that SWAT-G includes an anisotropy factor 
between vertical and horizontal saturated hydraulic conductivity to account for the strong 
tendency for lateral flow in this type of catchment.  SWAT-G was calibrated to three years of 
daily discharge measurements (1991-1993) available at the outlet of the catchment by 
minimizing the sum of squared residuals (SSR) between measured and simulated discharge.  
Validation was performed on seven years of daily discharge measurements (1983-1989). 
 To assess the impact of different precipitation data interpolation methods on the quality of 
the SWAT simulations for the catchment, precipitation data from 17 stations located in the 
Lahn-Dill Region were used.  Figure 2 shows the dependence of mean yearly precipitation on 
altitude within this area.  It can be seen that mean yearly precipitation ranges from about 700 
to 1300 mm and is strongly dependent on altitude.  Due to the dominance of west winds and 
the high Westerwald area to the west of the catchment, the mean yearly precipitation is also 
dependent on the longitude with decreasing precipitation from west to east. 
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Table 1. Lower and upper bound of the user-defined parameter space and the optimised 
parameters for each interpolation method. 
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Surface runoff lag time (d-1) 1.00 2.00 1.00 1.00 1.00 1.00 1.00 
Groundwater recession coefficient (d-1) 0.03 0.06 0.05 0.05 0.05 0.05 0.04 
Delay of groundwater recharge (d) 1.0 20.0 1.0 1.2 1.0 1.1 1.2 
Deep aquifer percolation factor (-) 0.00 0.80 0.42 0.68 0.70 0.71 0.59 
*Bulk density soil (g cm-3) 1.50 1.60 1.55 1.55 1.55 1.55 1.56 
Bulk density bedrock (g cm-3) 2.51 2.64 2.64 2.64 2.64 2.64 2.64 
*Available water content (m3 m-3) 0.10 0.30 0.29 0.30 0.30 0.30 0.30 
*Saturated hydraulic conductivity Soil I 
(mm/hr) 1.0 45.0 42.5 44.6 43.7 43.6 44.4 

*Saturated hydraulic conductivity Soil II 
(mm/hr) 10.0 85.0 65.7 63.8 64.7 67.0 66.0 

Anisotropy factor (-) 2.00 8.00 2.78 2.22 2.38 2.48 2.21 
Manning N surface runoff (m-1/3 s) 0.10 0.50 0.50 0.50 0.49 0.50 0.50 
* the value of the upper soil layer of one particular soil was calibrated and the values for the other 
layers of the same soil and other soils were adjusted according to this change (Eckhardt and Arnold, 
2001).   
 
 

 
Figure 2. Dependence of mean yearly precipitation on altitude for the 17 precipitation 
stations in the Lahn-Dill Region for the period 1980-1994.  The circles indicate stations 
that are located within the Aar Catchment.  Triangles indicate stations in the Lahn-Dill 
Region but outside the Aar Catchment.   
 
 
 In order to compare different interpolation methods, a pseudo-precipitation station located 
at the centroid of each of the 10 subbasins within the catchment was created.  The five 
interpolation methods were then used to generate precipitation data time series for each 
pseudo-precipitation station.  This way, the nearest neighbour interpolation implemented in 
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the SWAT2000 interface was circumvented.  The nearest neighbourhood, the inverse 
distance and the inverse square distance interpolation methods included a precipitation 
correction for the altitude difference between the pseudo- and actual precipitation stations 
based on a linear precipitation lapse rate of 3.54 mm/day per km.  This lapse rate was derived 
from the dependence of mean annual precipitation on altitude.  The two ordinary kriging 
approaches cannot be combined with this altitude correction.  Therefore, an altitude 
correction was not included in the two geostatistical interpolation methods.  The small 
number of precipitation stations hampers the use of more advanced geostatistical methods 
that are able to include the precipitation trends (e.g. cokriging or universal kriging). 
 To quantitatively evaluate the modelling results, different statistical measures were 
determined.  These measures were calculated on a daily basis for the calibration and 
validation period for each interpolation technique.  The statistical measures included a linear 
regression equation (Y = aX + b) between simulated (Y) and observed discharge (X).  Ideally, 
the coefficients a and b should be 1 and 0, respectively.  The coefficient of determination, R2, 
summarizes how well the regression line represents the data.  Moreover, the Mean Squared 
Error (MSE) and the Nash and Sutcliffe (NS) coefficient were calculated from the observed 
daily discharge (qo), the simulated daily discharge (qs) and the number of observations (n) 
(Equations 1 and 2): 
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 To assess the accuracy of the different interpolation methods independently of the SWAT 
simulations, a cross-validation on the 17 rain gauge stations was also carried out.  In this 
cross-validation, one station at a time was removed from the dataset and the remaining 17 
stations were used to predict the precipitation at the location of the station that was removed.  
A comparison of the actual and predicted precipitation for all 17 precipitation stations 
provides information on interpolation quality.   
 
 
Results and Discussion 
 
 Figure 3 presents the results of the cross-validation.  The left panel shows the bias for 
each of the interpolation methods.  The bias was close to zero for all methods, which suggests 
that all methods provide unbiased estimates.  However, the standard deviation of the bias, 
which is indicated by the error bars in the left panel, was considerable.  The standard 
deviation of the bias was highest for the nearest neighbour interpolation (138 mm) and lowest 
for the inverse distance interpolation (106 mm).  The largest bias was –365 mm per year for 
one precipitation station interpolated with ordinary kriging using a time-stable variogram. 
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Figure 3.  Bias and coefficients of variation for the cross-validation with the 17 
precipitation stations within the Lahn-Dill Bergland. 
 
 
 The right panel of Figure 3 shows the coefficient of variation for each of the interpolation 
methods.  The coefficient of variation (CV) is defined as the root mean squared error between 
measured and predicted precipitation divided by the average precipitation at that station.  It 
can be seen that the nearest neighbour interpolation had the highest CV.  This means that the 
interpolation quality was lower than the quality of the other interpolation methods, which all 
have a similar CV (0.72 - 0.74).  These CV values were much higher than those reported by 
Dirks et al. (1998), who found CV values on the order of 0.30 - 0.40.  This is due to the larger 
extent of this study area, approximately 1000 km2 for the Lahn-Dill Region and 35 km2 in the 
Dirks et al. (1998) study on Norfolk Island. 
 There is a large body of literature on the use of geostatistical interpolation methods on 
precipitation data (Goovaerts, 2000 and references therein).  Generally, these studies have 
found that more advanced interpolation methods outperform simpler interpolation methods.  
However, the focus of these studies has mostly been on average monthly or even average 
yearly precipitation.  Also, these studies tend to use data sets with a large number of 
precipitation stations and a high station density.  In this study, the higher accuracy of the 
precipitation interpolation with more advanced interpolation methods could not be confirmed.  
A similar conclusion was reached by Dirks et al. (1998).  In this study, and that of Dirks et al. 
(1998), the focus was on interpolation of daily precipitation with only a small number of 
stations (<18).  We believe that these contrasting results are due to problems with defining 
appropriate variograms.  First of all, this is due to the small number of precipitation stations 
available.  However, the problem might also be inherent to daily precipitation data.  It is 
assumed that a time-stable variogram results in a well-defined variogram, but neglects 
changes in spatial variability for different precipitation event types.  Potentially, these 
changes in spatial variability for different precipitation event types can be addressed by 
calculating the variogram separately for each day.  However, for a 15 year time period this 
means that more than 5,000 variograms need to be determined.  This can only be achieved by 
an unsupervised determination, which can seriously affect the quality of the interpolations.  
Our results reconfirm the finding of the Dirks et al. (1998) study, that the complications with 
the ordinary kriging method lead to a interpolation quality that is similar to that of the simpler 
inverse distance interpolation.  Therefore, the results of the cross-validation suggest that 
inverse distance interpolation is the most appropriate interpolation method in this study. 
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     The five precipitation data sets were also used to calibrate the SWAT model.  Figure 4 
shows the observed and the simulated discharge obtained with the five optimised SWAT 
models in the calibration period.  All five models show a good agreement with the measured 
data.  It can also be seen that the difference between the five simulations is much smaller than 
the difference between the simulations and the measurements. 
 

 
Figure 4. Runoff in the calibration period for different rainfall interpolation methods 
after automatic model calibration. 
 
 
 Table 2 presents the statistical measures for the simulated flows for all five 
interpolation methods for the calibration period.  These measures confirm the visual 
impression that all five simulations have a similar quality in the calibration period.  The 
parameters a and b of the regression equation indicate that the peak flows are underestimated 
by SWAT.  This is typical for many hydrological models and is often attributed to timing 
issues when using a daily time-step, inaccuracy in precipitation measurements at high 
intensities, and the higher percentage of error in discharge measurements during high flows. 
 
 
Table 2. Statistical measures for simulated flow for five interpolation methods for the 
calibration and the validation period. 

Calibration period Validation period 
 

MSE Linear 
Regression NS MSE Linear 

Regression NS 

Nearest 
Neighbour 0.28 y = 0.84x + 0.16 

R2 = 0.80 0.79 0.72 y = 0.66x + 0.26 
R2 = 0.73 0.72 

Inverse Distance 0.30 y = 0.86x + 0.18 
R2 = 0.79 0.78 0.70 y = 0.69x + 0.29 

R2 = 0.73 0.73 

Inverse Squared 
Distance  0.29 y = 0.85x + 0.17 

R2 = 0.79  0.78 0.70 y = 0.68x + 0.28 
R2 = 0.73 0.73 

Ordinary 
Kriging 0.29 y = 0.86x + 0.16 

R2 = 0.79 0.78 0.69 y = 0.69x + 0.26 
R2 = 0.74 0.73 

Ordinary 
Kriging (daily) 0.30 y = 0.84x + 0.17 

R2 = 0.79 0.78 0.71 y = 0.67x + 0.27 
R2 = 0.73 0.73 
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 Table 2 also shows the statistical measures for the validation period.  It can be seen that 
there is a relatively strong increase in the MSE between the calibration and the validation 
period, although this decrease is similar for all interpolation methods.  The higher MSE 
values in the validation period are due to three flood events in 1984.  If the simulations for 
these events were removed, the MSE would drop to approximately 0.38.  The 
underestimation of the three flood peaks also has a strong impact on the slope of the 
regression equation, which dropped from approximately 0.85 to 0.68.  The NS efficiency for 
the validation period was less affected by these flood events because the MSE was 
normalized by the variance of the measurements, which also strongly increased due to these 
flood events. 
 The results for the calibration and validation period do not indicate that there is a better 
interpolation method when the quality of the simulated flow is considered.  The nearest 
neighbour interpolation, which performed worst in the cross-validation, resulted in the best 
flow simulations in the calibration period.  However, it was slightly outperformed by the 
other methods in the validation period.  Of course, one might wonder whether this similarity 
in model quality was caused by some kind of error compensation within the model 
calibration.  The remaining part of the paper attempts to address this question. 
 In order to better understand the performance of the SWAT simulations based on the five 
interpolation methods, water balance for each method according to the long-term average 
annual values were calculated (Equation 3): 
 
  ∆SW= P - ET - Qsurf - Qlat - Qbase - GWR     (3) 
 
where P is precipitation, ET is actual evapotranspiration, Qsurf is surface runoff, Qlat is lateral 
flow, Qbase is the base flow, GWR is the deep aquifer recharge, and ∆SW is the change in soil 
and snow water storage.  These water balance components are presented in Table 3 for the 
validation period.  It can be seen that the nearest neighbour interpolation resulted in the 
lowest amount of mean yearly precipitation (850.6 mm), whereas the inverse distance 
interpolation resulted in the highest precipitation (888.8 mm).  The difference in precipitation 
was distributed among all water balance components, with the strongest relative increase in 
the deep ground water recharge.  This seems to indicate that the model calibration partly 
compensates for the differences in precipitation input by adjusting the amount of deep aquifer 
recharge, which makes sense since the deep aquifer system is a disconnected sink in the 
SWAT model.  This guess is further supported by a close inspection of the optimised model 
parameters provided in Table 1, which indicate that the deep aquifer percolation factor is 
lowest for the nearest neighbour interpolation and higher for the other interpolation methods.   
 To further investigate the extent to which the model calibration compensates for the 
differences in precipitation input, all five optimal parameter sets provided in Table 1 were 
applied to all precipitation fields.  The NS efficiency of each model run in this cross-
application is provided in Table 4.  Table 4 shows that the variability of the NS efficiencies 
was smaller when different parameter sets were applied to a single precipitation field 
(columns) than when a single parameter set was applied to different precipitation fields 
(rows).  This implies that model calibration can only compensate for the different 
precipitation input to a small extent.  If significant compensation had occurred, the within-
row and within-column variability should have been similar.  This contradicts the common 
opinion that complex (semi-) distributed models can compensate for input errors. 
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Table 3.  Water balance components for each interpolation technique in the validation 
period. 
 
 

P 
(mm) 

ET 
(mm) 

Qsurf 
(mm) 

Qlat 
(mm) 

Qbase 
(mm) 

GWR 
(mm) 

∆SW 
(mm) 

Nearest Neighbour 850.6 486.0 27.7 281.8 40.8 17.7 -3.4 

Inverse Distance 888.8 492.0 31.7 291.3 47.7 28.6 -2.5 
Inverse Square 
Distance 877.5 490.5 30.5 288.1 44.4 26.8 -2.8 

Ordinary Kriging 870.7 488.8 30.1 286.8 42.3 25.2 -2.5 
Ordinary Kriging 
(daily) 874.2 488.9 30.2 284.2 43.7 29.4 -2.2 

 
 
Table 4.  NS efficiency for cross-application of optimised parameter sets (Table 1).  
Rows indicate the different optimised parameter sets.  Columns indicate the different 
precipitation fields. 
  Precipitation Fields 
  

 
Nearest 
Neighbour

Inverse 
Distance

Inv. Sq. 
Distance

Ordinary
Kriging 

Ord.  
Kr. 
(daily) 

Nearest Neighbour 0.795 0.773 0.783 0.781 0.777 

Inverse Distance 0.792 0.777 0.785 0.783 0.780 
Inverse Square 
Distance 0.793 0.777 0.785 0.784 0.780 

Ordinary Kriging 0.795 0.777 0.785 0.784 0.780 

Pa
ra

m
et

er
 S

et
s 

Ordinary Kriging 
(daily) 0.791 0.777 0.784 0.783 0.779 

 
 
 To a certain extent, the results presented in this case study were due to the typical 
properties of the Aar Catchment.  Although the optimised model parameters seem to indicate 
some error compensation through the deep aquifer recharge, this mechanism was not very 
strong in our study because the system is dominated by lateral flow.  In a groundwater flow 
dominated system, the deep aquifer recharge could compensate much more for the different 
precipitation inputs.  Therefore, it seems appropriate to disable deep aquifer recharge in 
future applications of SWAT, unless there is solid experimental evidence that this recharge is 
actually occurring. 
 
 
Conclusions 
 
 Five different methods for the interpolation of precipitation were compared with respect 
to 1) their interpolation accuracy in a cross-validation and 2) the quality of the SWAT 
simulation after model calibration.  The cross-validation showed that nearest neighbour 
interpolation had the lowest accuracy, and that the other four methods had a similar accuracy.  
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In this study, with daily precipitation data for 17 precipitation stations, advanced 
geostatistical methods did not result in more accurate interpolations than simple inverse 
distance interpolation.  The quality of the flow simulations with SWAT after model 
calibration with different precipitation fields was similar, although there were differences in 
the water balance.  A closer inspection of the calibration results indicated that model 
calibration only partly compensated for the different precipitation input. 
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Abstract 
 
 Global climate has changed over the past century.  Precipitation amounts and intensities 
are increasing. In this study, we investigated the SWAT model response to a few basic 
precipitation and vegetation related parameters using common data from one semi-arid 
rangeland watershed in Arizona. We compared it to the response of six other models. The 
seven models: SWAT, WEPP, LISEM, MEFIDIS, RUSLE, STREAM, and KINEROS were 
calibrated using flow data and sediment loadings from three storms. Information on 
topography, soils, land use, land management, and weather was provided to the modelers but 
no calibration criteria and application style was specified. Perturbations were made to inputs 
for rainfall intensities and amounts, and to ground surface and canopy cover. The model 
response to an input perturbation was quantified by its sensitivity, expressed as percentage 
change in either runoff or sediment response relative to percentage change in input value. All 
models were sensitive to rainfall depth, rainfall intensity, and ground cover, but were less 
sensitive to canopy cover. Sensitivities were generally larger for the smaller events even 
though the magnitude of change was larger for the larger events. In spite of the differences 
between the models in terms of process descriptions, data sets to develop and validate the 
models, and differences in the modelers’ application style and calibration criteria, the 
similarities in the responses of these models give credibility to the use of such models for 
studying climate change impacts on runoff and erosion.  
 
 
Introduction 
 
 The consensus of atmospheric scientists is that the earth is warming, and as global 
temperatures increase the hydrologic cycle is becoming more vigorous. The IPPC reported 
that there has likely been an increase (probability 90 to 99%) in precipitation during the 20th 
century in the mid-to-high latitudes of the Northern Hemisphere. Much of the increase in 
precipitation that has been observed worldwide has been in the form of heavy precipitation 
events (IPCC Working Group I, 2001; Easterling et al., 2000a, b; Karl and Knight, 1998). 
Climate models are predicting a continued increase in intense precipitation events during the 
21st century (IPCC Working Group II, 2001).   
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 Soil erosion rates may change in response to changes in climate for a variety of reasons, 
the most direct of which is the change in the erosive power of rainfall (Williams et al., 1996; 
Nearing, 2001; Pruski and Nearing, 2002a). Soil erosion responds both to the total amount of 
rainfall and to differences in rainfall intensity; however, the dominant variable appears to be 
rainfall intensity rather than rainfall amount alone. A second dominant climate change 
influence is brought about by changes in plant biomass. The mechanisms by which climate 
changes affect biomass, and by which biomass changes impact runoff and erosion, are 
complex (Williams et al., 1996; Pruski and Nearing, 2002b). For example, anthropogenic 
increases in atmospheric carbon dioxide concentrations cause increases in plant production 
rates and changes in plant transpiration rates (Rosenzweig and Hillel, 1998), which translate 
to an increase in soil surface canopy cover and, more importantly, biological ground cover. 
The Soil and Water Conservation Society recently published a comprehensive review on the 
conservation implications of climate change on soil erosion and runoff from cropland (SWCS, 
2003).   
 Every soil erosion model has limitations in terms of its representation of erosion 
processes (Jetten et al., 1999, 2003); thus there is always a level of uncertainty in interpreting 
the results of studies that look at climate change impacts on soil erosion. The objective of this 
analysis was to compare the response of the SWAT model and a variety of different soil 
erosion models to a few key variables related to climate change, i.e. to a few basic 
precipitation and vegetation related parameters. Seven different erosion models were 
calibrated by scientists familiar with those models to common data from a semi-arid 
watershed in the southwest United States. Perturbations were then made to rainfall intensities 
and amounts, and to ground surface and plant canopy covers in order to assess and compare 
the sensitivities of the models to runoff and erosion. 

 
 
Methodology 
 
 Data were provided to modelers for the watershed, including information on topography, 
soils, land use, and weather for a specific time period. A cropped watershed in Ganspoel, 
Belgium was also selected for analysis but was not modeled with the SWAT model and is not 
reported here. Three storms were selected from each of the data sets for analysis in the 
exercise. Results for the Ganspoel watershed are presented in Nearing et al. (2004). Scenarios 
were designated as perturbations to the climate and land cover information for those storms 
as described below. The modelers then gathered at a meeting of the Soil Erosion Network in 
Tucson, AZ, USA on November 17-19, 2003 and presented an overview and the results of the 
exercise for their model.    
 
Watershed Description 
 Lucky Hills watershed 103 is located within the Walnut Gulch Experimental Watershed 
in southeastern Arizona, U.S.A. Cattle grazing is the primary land use with mining, limited 
urbanization, and recreation making up the remaining uses. Mean annual temperature is 17.6 
oC and mean annual precipitation is approximately 300 mm. Lucky Hills watershed 103 is 
approximately 3.7 ha in size. Land cover is shrub dominated, semi-arid rangeland 
characterized by mounds under shrub and lower inter-shrub areas. Cover during the rainy 
season is approximately 25% bare soil, 25% canopy, and 50% erosion pavement (rocks). The 
dominant soil is a McNeal Gravelly Sandy Loam, with approximately 25% rock fragments in 
the surface layer. Sediment from the watershed is monitored with a supercritical flume with 
an automatic traversing slot sampler. Precipitation is monitored in Walnut Gulch with a 
network of 88 weighing-type recording rain gauges, one of which was located within the 
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Lucky Hills area. Data on precipitation, runoff amounts, peak runoff rates, runoff duration, 
and sediment amounts were provided to the modelers for storms occurring from 1982 through 
1992. The storms of September 1, 1984, September 10, 1982, and August 12, 1982 were 
selected to be used for the modeling comparison exercise. These represent large, medium, 
and small storms, respectively, from the record (Table 1).    
 
 
Table 1. Observed runoff and sediment at Lucky Hills 103 watershed for the storms 
used in the model comparison. 

Year Month Day Rainfall 
Depth 
(mm)

Runoff 
Volume 
(mm)

Peak Runoff  
Rate 

(mm/hr)

Runoff 
Duration 

(min) 

Event 
Sediment 
(kg/ha)

1984 9 1 32.8 15.0 46.0 78 3075
1982 9 10 18.8 3.3 8.7 133 721 
1982 8 12 6.6 0.3 2.9 22 82 

 
 
Modeling Scenarios 
 The intention of the modeling exercise was to perform a sensitivity analysis as the first 
step in looking at climate change impacts on erosion. Sensitivity of runoff amounts, peak 
runoff rates, gross erosion, and net sediment yield were assessed relative to changes in 
rainfall intensities and amounts and differences in canopy and ground cover.   
 Space limitations in this paper preclude detailed descriptions of the models. Models used 
included the Limburg Soil Erosion Model (LISEM) (De Roo et al., 1989; Jetten et al., 1998), 
the Physically-Based Spatially-Distributed Erosion Model (MEFIDIS) (Nunes and Seixas, 
2004), the Revised Universal Soil Loss Equation (RUSLE) (Renard et al., 1997), Sealing and 
Transfer by Runoff and Erosion related to Agricultural Management (STREAM) (Cerdan et 
al., 2002; Souchère et al., 1998), Kinematic Runoff and Erosion (KINEROS) (Smith et al., 
1995), the Soil and Water Assessment Tool (SWAT) (Arnold et al., 1999), and the Water 
Erosion Prediction Project (WEPP) (Flanagan and Nearing, 1995; Renschler, 2003). One of 
the models was not able to represent the watershed scale, and could only be applied at a hill 
slope scale. In this case calibration was not performed in the same manner as the other 
models, and only a sensitivity analysis was performed.   
 For the SWAT model, the watershed was represented as one subbasin with the McNeal 
soil and typical Southwest range vegetation. Soil properties, in addition to what was specified 
in the data supplied for the exercise, were taken from the Map Unit Use File (MUUF) 
database (Baumer et al., 1994).  The crop properties of a generic land representation of the 
southwestern US (arid) rangeland found in the SWAT crop file were used. The supplied daily 
precipitation values at gauge stations 83 and 80 were used in the model. Daily measured 
temperature data was obtained from the Douglas airport weather station. Additional weather 
parameters were generated by the model using monthly characteristics from the Douglas 
airport station. The curve number method, the Hargreaves evapo-transpiration method, and a 
Muskingum routing method were used in this analysis. Channel degradation and deposition 
were active. 
 In order to capture the erosion occurring in the primary channel, modifications to the 
SWAT model were made to force the routing of the sediment yields from the subbasin 
through the first-order channel. The SWAT model makes the assumption that MUSLE takes 
this into account. Therefore, the model code was modified in order to simulate the high 
channel erosion and degradation that takes place in this watershed. 
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 The basic methodology was to calibrate the model to measured data from the watershed 
and then superimpose change scenarios on those baseline simulations. Precipitation, flow, 
and sediment data was provided from July 1982 to August 1992. No event was recorded in 
1986, 1990, or 1991. The monitored events all occurred between June and October of each 
year. We used the years 1982 through 1984 to calibrate the models (23 recorded events) and 
the rest to validate it (22 recorded events).  
 Table 2 shows the calibration and validation results along with the results specific to the 
events selected for the analysis. The choice of the years 1982 to 1984 for model calibration, a 
period characterized by several large events, made the model a much more reliable tool for 
simulating medium and large events. The model does not perform well for small events, as is 
shown by the results for the validation period and for the storm event of August 12, 1982. 
 
 
Table 2. Calibration and validation results. 
 Total 

Measured 
Flow 
(mm) 

Measured 
Sediment 
(kg/ha) 

Predicted 
Flow 
(mm) 

Predicted 
Sediment 
(kg/ha) 

% error 
runoff 
volume 

% error 
sediment 

yield 

Nash-
Sutcliffe 

82-84 44.09 5398 33.82 8884 -3% -39% 0.77 
85-92 38.33 9563 51.16 9837 33% 3% -3.55 
9/1/84 15.0 3075 13.4 3242.5 -10% 5%  
9/10/8
2 

3.3 721 3.3 264.5 1% -63%  

8/12/8
2 

0.3 82 0.001 ~0 -100% -100%  

 
 
 The scenarios tested are listed in Table 3. Scenario 1A was simulated by adjusting the 
rainfall depth in the daily precipitation file and the maximum half-hour intensities in the 
weather file by the required amount. Scenario 1B was simulated by only adjusting the rainfall 
depth in the precipitation file. A limitation of the SWAT model with the curve number 
method is the insensitivity of the estimated runoff volume to event intensity and duration. 
Maximum half-hour intensities are utilized by the model to estimate a peak runoff rate that is 
then used to estimate the sediment yield. We, therefore, did not expect to see any sensitivity 
in the runoff volume to rain intensity but did expect some sensitivity in the sediment yields. 
Lack of time prevented developing the model with the Green and Ampt runoff estimation 
method. In this exercise, the maximum half-hour intensities were increased or decreased by 
10% or 20% when intensities had to be adjusted. 
 A further limitation of the SWAT model is the difficulty to distinguish between ground 
cover and canopy cover. It was not possible to investigate scenarios 3A, 3B, and 3C 
separately, and only a change in both the ground and canopy cover was investigated (scenario 
3C). The scenario was simulated by simultaneously adjusting the curve number and the 
USLE_C factor. 

 
Analyses of Data 
 The basic methodology used to interpret the results of the study was linear sensitivity 
analysis. All the results of the models were analyzed in terms of relative changes in runoff 
volume and erosion from the zero change, or baseline, conditions. Specifically, the ratios of 
changes in predicted runoff and erosion for the -20%, -10%, +10%, and +20% cases to the 
corresponding values for the zero change condition were calculated for each model for each 
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storm and each change scenario. Then, linear sensitivity values were calculated using linear 
regression between the percent change of response variable to the percentage change of input 
variable for each model and each scenario.  

We used the median values for sensitivities between the models as an index to 
represent the sample set of model responses for each storm and scenario. It was apparent that 
the model results followed a skewed distribution type, and attempts to use standard means 
testing between model results did not give sensible results. 
 
 
Table 3. Definitions of rainfall and cover change scenarios tested for model sensitivity.  
Scenario Variable Instructions for Conducting Scenarios 
1A Rainfall 

Amount and 
Intensity 

Change in rainfall depth (total rainfall amount) by -20%, -
10%, 0, +10%, and +20% by changing rainfall intensity by -
20%, -10%, 0, +10%, and +20%, holding rainfall duration 
(time) constant. 

1B Rainfall 
Amount and 
Duration 

Change in rainfall depth (total rainfall amount) by -20%, -
10%, 0, +10%, and +20% by changing rainfall duration 
(time) by +20%, +10%, 0, -10%, and -20%, holding rainfall 
intensities constant.   

2 Rainfall 
Intensity 
Alone 

Hold total rainfall depth (amount) per storm constant, 
looking at rainfall intensity effects separate from rainfall 
amount effects bysimultaneously changing rainfall intensities 
and durations as:  
• -20% intensity with +25% duration (0.8*1.25=1);  
• -10% intensity with +11.1% duration (0.9*1.11=1.0);  
• 0% intensity with 0% duration; 
• +10% intensity with -9.1% duration (0.909*1.1=1.0);  
• +20% intensity with -16.7% duration changes  
                      (1.2*0.833=1.0). 
 

3A Ground Cover Ground cover change by -20%, -10%, 0, +10%, and +20%, 
rainfall unchanged; 

OR Manning’s n change by -20%, -10%, 0, +10%, and +20% 
where ground cover information was not available or 
not used by a model, rainfall unchanged. 

3B Canopy Cover Plant canopy cover change by -20%, -10%, 0, +10%, and 
+20%, rainfall unchanged. 

3C Ground and 
Canopy Cover 

Both ground cover (or Manning's n) and canopy cover 
change by -20%, -10%, 0, +10%, and +20%, rainfall 
unchanged. 

 
 
Results and Discussion 
 Table 4 shows the linear sensitivities (non-dimensional) of model sediment predictions 
relative to changes in inputs for the various scenarios for the Lucky Hills watershed. Because 
of the poor performance of the calibration for smaller events, we only present the results for 
the largest and medium events. These results represent the average percentage change in 
sediment response to each percentage change in the respective input values for each scenario 
(Table 3).   
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 Precipitation and intensities:  All of the models, including SWAT, responded with 
positive sensitivities to scenarios 1A, 1B, and 2, which means that predicted erosion 
increased with increases in both precipitation amount and intensity (Table 4). Sensitivities for 
runoff response of the models followed many of the same patterns as did sensitivities for 
erosion, but in nearly every case the median sensitivity values for the models were less for 
runoff than for erosion. This makes sense in terms of the processes. Erosion is affected by the 
runoff amounts as well as directly by rainfall energy and cover, thus the overall response to 
rainfall changes will be greater for erosion than for runoff amounts. These results are 
consistent with the expectation that erosion should increase as the driving force (rainfall) 
increases. 
 As expected, with the SWAT model, runoff volume was not sensitive to changes in rain 
intensity (scenario 2). For erosion, other models showed more sensitivity to an increase in 
storm rainfall amounts by way of an increase in rainfall intensity (scenario 1A) than by way 
of an increase in rainfall duration (scenario 1B). As expected, SWAT sensitivity values for 
scenarios 1A and 1B were similar for runoff. The values were similar also for erosion, which 
indicates that the effect of the half-hour maximum intensities is limited if at all detectable. 
Sediment yields should be affected since the peak runoff rates used in the MUSLE equation 
are affected by the half-hour maximum intensity. Indeed, scenario 2 shows that the sensitivity 
of SWAT to changes in maximum half-hour rainfall intensities is very low.  
 In general, the results indicate that rainfall increases associated with increased rainfall 
intensity and/or rainfall duration are quite important relative to potential changes in erosion 
rates. These results point out the importance of rainfall relative to climate change impacts on 
soil erosion, and the potential implications of historically observed increases in intense 
precipitation events (IPCC Working Group I, 2001; Easterling et al., 2000a, b; Karl and 
Knight, 1998) and predictions of a continued increase in intense precipitation during the 21st 
century (IPCC Working Group II, 2001). 
 Sensitivity values were greater for the larger storms with SWAT while, in general, they 
were greater for the smaller storms with the other models. Note that while the models 
predicted a greater relative change (i.e. sensitivity) for the smaller storm, the absolute 
changes in magnitude of erosion were greater for the larger storms. For example, for scenario 
1A, the median of the model results would indicate a 5.8% increase in erosion for every 1% 
change in rainfall amount and intensity for the storm on September 10, 1982, and only a 2.3% 
change in erosion for the storm on September 1, 1984. However, a 5.8% change in erosion 
for the storm on September 10, 1982 translates to 41.9 kg ha-1, while a 2.4% change in 
erosion for the storm on September 1, 1984 translates to 69.6 kg ha-1.   
 Ground cover and canopy:  The models were all sensitive to cover changes. All the 
models responded with negative sensitivities to scenario 3C, which means that predicted 
erosion decreased with increases in both ground cover and canopy cover. 
 Ground and canopy cover increase the water uptake, slow down runoff, and increase 
infiltration, thus decreasing the amount of runoff. Ground and canopy cover also reduce the 
energy of falling raindrops, which will produce a decrease in soil erosion by splash. Ground 
cover, though, also acts as a significant deterrent to rill erosion by both protecting the soil 
surface from the forces of flowing water and by dissipating energy of flow that would 
otherwise be available to transport sediment. 
 There was a great deal of coherence between the seven models in terms of their relative 
responses of predicted runoff and erosion as a function of the simulated changes in rainfall 
and cover. As mentioned above, most of the models showed the greater sensitivity to rainfall 
changes, particularly to changes in the combination of rainfall amount and intensity (scenario 
1). All of the models showed a general tendency to have a greater relative influence, though a 
lesser absolute difference, on the medium storms.  
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Table 4. Sensitivities (non-dimensional) of model sediment and runoff predictions 
relative to changes in inputs for the various scenarios for the Lucky Hills watershed, 
expressed as percentage change in response to each percentage change in input values 
calculated using linear regression.   

Scenario Storm Sediment Runoff 

  

Median of 
Models 

Sensitivities

SWAT Model 
Sensitivity 

Median of 
Models 

Sensitivities 

SWAT 
Model 

Sensitivity 
1A 1-Sep-84 2.26 4.47 2.27 2.60

 10-Sep-82 5.81 7.88 4.80 5.23
1B 1-Sep-84 1.94 4.37 2.13 2.54

 10-Sep-82 2.95 7.61 2.40 5.15
2 1-Sep-84 0.80 0.12 0.57 0.07
 10-Sep-82 2.73 0.25 2.13 0.14

3C 1-Sep-84 -1.20 -3.21 -0.18 -1.83
 10-Sep-82 -1.67 -9.41 -0.39 -5.70

 
 

Conclusions and Implications 
 The results of this study are alarming. If the trends reported for precipitation in the United 
States and Europe over the last century continue, significant consequences will incur. If, as a 
rough estimate, we compute the average of the sensitivities for scenarios 1A and 1B for all 
storms, the sensitivity value would be 3.24 (324%). Even the smallest value for the two 
scenarios gives a sensitivity of 1.94 (194%). If rainfall amounts during the erosive times of 
the year were to increase roughly as they did during the last century in the United States, the 
increase in rainfall would be on the order of 10%, with greater than 50% of that increase due 
to increase in storm intensity. If these numbers are correct, and if no changes in land cover 
occurred, erosion could increase by something on the order of 19 to 32% over the next 
century. Correspondent values for runoff are 21 to 29%. Obviously these are not well defined 
values, nor scientifically defendable in an absolute sense, but the trends are clear. Both storm 
water runoff and soil erosion are likely to increase significantly under climate change unless 
offsetting amelioration measures are taken. 
 Some conclusions specific to the SWAT model include: 

1. The SWAT model behaved in a coherent fashion compared to other models to 
estimate the effect of rainfall amounts. 

2. Changes in maximum half-hour intensity had little impact on sediment yields. It is 
difficult to accurately estimate the effect of rainfall intensities with the SWAT model 
using the Curve Number method. 

3. The proposed adjustment of the curve number and the USLE_C factor to reflect the 
changes in canopy and ground cover produced a much larger response than predicted 
by other models. 

 The basic conclusions from the overall results include:  
1. Erosion is likely to be more affected by changes in rainfall and cover than in runoff, 

though both are likely impacted in similar ways. 
2. On a purely percentage basis, erosion and runoff will change more for each 

percentage change in rainfall amount and intensity of a storm than to each percentage 
change in either canopy or ground cover. 
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3. Changes in rainfall amount associated with changes in storm rainfall intensity will 
likely have a much greater impact on runoff and erosion than changes in rainfall 
amount alone. 

4. Changes in ground cover (cover in contact with the soil surface) have a greater impact 
on both runoff and erosion than changes in canopy cover alone. 
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Abstract 

 
 The Salitre River Watershed is located in the semi-arid state of Bahia (Brazil) and 
presents problems related to the water availability because of the small amount and irregular 
seasonal distribution of precipitation.  It is notable that in this region, data for streamflow is 
scarce, making it difficult to measure water availability in the basin.  Studies from 
mathematical rain-flow models are necessary to resolve this problem.   This research presents 
an application of the hydrologic model Soil and Water Assessment Tool (SWAT), associated 
with a Geographic Information System (GIS) in the Salitre River Watershed.  The simulated 
results were compared to the observed data at select points in the basin and the results were 
satisfactory.  The monthly time series comparison of measured and predicted streamflows at 
the Junco gage explains the general trend of the time series very well.  The results 
demonstrate that this model can sufficiently represent the climatic and physical conditions of 
the semi-arid regions in Brazil. 
 
 
Introduction 
 
 Historically, the Northeast Region of Brazil has been characterized by low water 
availability due to its semi-arid geographical location.  This characteristic has been a 
restrictive element to socioeconomic development.  In the search for solutions for better 
water conservation and management which ensure minimization of waste and thereby an 
improvement in the water use efficiency, it is important to know the evolution of water 
availability.  This information is generally obtained from long-term flow gage measurements.  
However in some regions of Brazil the historical measurements are scarce.  In this case, some 
mathematical models of watershed hydrology have been used to estimate long-term mean 
monthly flow.    
 The application of conceptual and distributed mathematical models, such as SWAT, has 
revealed a powerful tool because model parameters can be related directly to physical, 
geological, and biological attributes of a watershed and can theoretically be used without 
calibration.    
 Giving continuity to the research developed in the Integrated Management Plan for the 
Salitre River Watershed (ANA/GEF/PNUMA/OEA, 2003), the Salitre Rive Basin was 
chosen for this case study.  It is located in the semi-arid region of Bahia (Brazil). 
 
Salitre River Basin 
 The Salitre River Basin has an area of roughly 13,470 square kilometers (Figure 1).  It is 
situated between the coordinates -9º 27' and -11º 30' latitude and -40º 22' and  
-41º 30' longitude.  The Salitre River has little natural water availability.  In this region, the 
lack of regular rainfall, not only throughout the year but also in multi-annual periods, further 
worsens the dispute over water and the regions social problems.  It is located in the semi-arid 
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areas of these regions that drought hits hardest and water means survival.  The Salitre River 
and its tributaries have intermittent flow regimes that are fed by constant rains from February 
through April and become empty riverbeds during the dry season.  The driest period is from 
August through October, thus this period does not contribute to baseflow.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Location of the Salitre River Basin in Brazil. 
 
 
Methodology 
 
Description SWAT 
 SWAT is a mathematical model, developed in 1996 by the USDA-Agricultural Research 
Service (USDA-ARS) and Texas A&M University, objectifying the analysis of the impacts 
of alterations in land use on hydrology, sediment transport, and water quality.  To satisfy 
these objectives the model:  (i) is based on physical characteristics of the basin, (ii) uses 
available input data, (iii) is computationally efficient to operate on average to large basins (> 
1,000 km2), and (iv) is continuous in time, and capable of simulating long periods (> 50 
years).  Therefore SWAT is able to compute the effect of alterations in land use on 
hydrological processes.  The SWAT model is distributed, and watersheds can be divided into 
subbasins in order to reflect varying soils, land use, and management conditions.  This is 
possible through the subdivision of cells (each cell representing a subbasin).   The physical 
processes directly modeled by SWAT are hydrology, weather, sedimentation, crop growth, 
nutrient conditions in the soil, pesticide and agricultural management, and channel/reservoir 
routing of flood, sediment, and nutrients.  The hydrology component of SWAT uses a 
modification of the Soil Conservation Service (SCS) curve number method (USDA-SCS, 
1972) to determine surface runoff.  Sediment yield is computed for each subbasin using the 
Modified Universal Soil Loss Equation (MUSLE) (Williams & Berndt, 1977).   A detailed 
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description of the different components of SWAT can be found in Arnold et al. (1995) and 
Diluzio & Neitsch (1999). 
 The graphical interface used in this research was the SWAT ArcView Interface.  This 
interface was used to collect, edit and store the basin information to be formatted into SWAT 
input and output files. 
 
Hydrographic and Geographic Maps and Databases 
 The basic data required by the model are spatial and temporal data on topography, soil, 
land use, and weather.  The elevation and the slope were obtained from GTOPO30 Global 
digital elevation model (DEM).  The horizontal grid spacing is 30-arc seconds, about 
0.00833333 degrees, resulting in a DEM with 21,600 rows and 43,200 columns.  The data 
was processed and projected into a Geographic projection (Decimal degrees).  Soils data for 
the Salitre River Basin were derived from the ANA/GEF/PNUMA/OEA (2003) soil map 
produced by the Water Resource Group/UFBa, 1:250,000 scale.  It was necessary to create a 
soils database for model input.  The soil parameters required by SWAT were obtained from 
MME (1981).  Land use data was extracted from the ANA/GEF/PNUMA/OEA (2003) 
vegetation map produced by the Water Resource Group/UFBa, 1:250,000 scale.  Measured 
daily precipitation and streamflow were obtained from the Agência Nacional de Águas 
(ANA), (records available on their website).  A new weather generator was created and added 
to the database by setting parameters obtained from the Instituto Nacional de Meteorologia - 
INMET.   
 The Salitre River Basin was divided into 63 homogeneous areas according to the 
predominant characteristics of land use and soil type.  The curve number parameter was used 
by the model to estimate the potential maximum retention of rainfall, which varies according 
to soil type, land use class, and antecedent moisture conditions.  Soil type maps available in 
the basin did not provide enough information to classify the soils listed into SCS categories; 
therefore, a table was created with alternative categories for soil use based on the values 
presented in Tucci (1997) and Oliveira (1999).  For different land uses and hydrolithical 
categories the CN values are presented in Table 1 (antecedent moisture condition II).  These 
values were obtained according to the following: 
 

I - Water: in this category the wetlands were included, with a value of 100 for the Curve 
Number; 
II – Regular plantations: in this category cultivated areas were included;  
III – Permanent Campos: in this category the Cerrado dense vegetations were considered; 
IV – Forests: in this category the medium-scale vegetation was included; 
V – Fallow lands: in this category the exposed soils and relief were included; 
VI – Pasture: in this category scarce vegetation was considered. 

 
 
Results 
 
 The model was applied to the Salitre Watershed, which has a low density of streamflow 
gages.  Surface water flow was calibrated against the Junco gaging station where streamflow 
data has been collected for only a few years.  Separate time periods were modeled for 
calibration and validation.  The calibration time period ran from January 1977 to December 
1979, while the validation time period ran from January 1969 to December 1973. 
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Table 1. Runoff curve numbers for hydrologic soil groups in the Salitre Watershed. 
Curve Number for Hydrologic Soil Group Land Use Description A B C D 

Water/Wetlands 100 100 100 100 
Cultivated areas 65 76 84 88 
Cerrado dense vegetations 34 60 73 79 
Medium-scale vegetation 41 64 74 80 
Exposed soils 39 61 74 80 
Pasture (scarce vegetation) 26 54 75 83 
The hydrologic groups are classified as:  
Group A: High infiltration, low runoff, for deep sand or loess. 
Group B: Moderate infiltration, for moderately fine to coarse textured soils such as sandy loam. 
Group C: Slow infiltration, for fine textured soils such as clay loam and shallow sandy loam. 
Group D: Very slow infiltration, for clay soils. 
 
 
Model Calibration  
 In this study, the calibration procedures formulated consisted of finding the most 
appropriate parameters for baseflow and the travel time for hydrologic routing model 
components.  The accuracy of baseflow separation depends on the length of stream gage 
recorded data that is processed.  As longer periods of data provide more reliable separation 
than shorter periods, average monthly values were used in this study because they provided 
better results than daily predictions. 
 The calibration process can provide important insight into both local conditions and 
model performance; if correction factors are large or inconsistent across several study areas, 
this suggests that some significant component of the hydrologic system or its controls was 
neglected.  Figure 1 shows the location along the Salitre River Basin where SWAT predicted 
streamflow was compared to the Agência Nacional de Águas (ANA) measured streamflow.   
 To test the calibration models developed in this study, two coefficients were used: 
Correlation and Determination.  A comparison of monthly measured and predicted 
streamflow statistics for the Junco Station are shown in Table 2. 
 
 
Table 2.  Measured and predicted yield statistics for the Junco Station, Bahia, Brazil 
(1977-1979). 
Variable Meas. 

Mean 
Pred. 
Mean 

Meas. 
St. Dev 

Pred. St.  
Dev 

Coef.  
Correlation 

Coef.  
Determination

Water Yield (m3/s) 1.26 1.36 0.84 1.08 0.95 0.88 
 
 
 Figure 2 shows the monthly time series comparison of measured and predicted 
streamflow at the Junco gage.  The SWAT model explains the general trend in the time series 
well, within correlation coefficient of 95% and determination coefficient of 88%. 
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Figure 2.  Monthly time series comparison for measured and predicted streamflow  
at the Junco gage (calibration). 
 
 
Model Verification 
 In the verification process, the necessary parameters to characterize the system were 
specified and model output was compared to experimental observations.  A comparison of 
monthly measured and predicted streamflow statistics for the Junco Station are shown in 
Table 3. 
 
 
Table 3.  Measured and predicted yield statistics for the Junco Station, Bahia, Brazil 
(1969-1973). 
Variable Meas. 

Mean 
Pred. 
Mean 

Meas. 
St. Dev 

Pred. St.  
Dev 

Coef.  
Correlation 

Coef.  
Determination

Water Yield (m3/s) 1.23 1.75 1.17 1.55 0.78 0.70 
 
 
 Figure 3 shows the monthly time series comparison for measured and predicted 
streamflow at the Junco gage.  The SWAT model explains the general trend of the time series 
well, within correlation coefficient of 78% and determination coefficient of 70%. 
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Figure 3.  Monthly time series comparison of measured and predicted streamflow  
at the Junco gage (verification). 
 
 
Conclusions 
 
 A GIS-linked SWAT model provides significant advances in the generated product 
quality and facilitates the storage of information as well as periodic updates.  The SWAT 
model was applied to of the Salitre River Basin to simulate the hydrology in a semi-arid 
region of Brazil.  The simulated results were compared to observed data at select points in the 
basin and the results were satisfactory with no complicated processing required in the 
calibration process.  Nevertheless, the model tends to overestimate streamflow.  This 
difference could be attributed to two factors:  1) the SWAT model is based on the CN 
method, which was initially developed for agricultural and natural watersheds in the U.S., so 
extending it to “extensive” world watersheds (for which the existing CNs are not 
representative) can cause the model to predict high runoff; 2) the quality of land use data used 
may be low.  If the land use data used are not representative of the period’s ground 
conditions, runoff predictions will be skewed.   As annual land use data are rarely available, 
there is a good chance that land use change was not adequately represented by the data, and 
significant changes may occur more quickly than can be captured by linear interpolation. 
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Abstract 
 
 In this study we evaluated the soil nitrogen balance algorithms incorporated in 
SWAT2000 on the micro scale.  Therefore we applied SWAT2000 on a long term German 
lysimeter experiment to compare predicted with observed monthly actual evapotranspiration, 
percolation and nitrate leaching.  The agreement between SWAT2000 simulated and observed 
nitrate leaching was poor.  A discussion about the constraints of the existing nitrogen balance 
routines in SWAT2000 is given in this paper.  Consequently, we replaced the existing SWAT 
algorithms with algorithms for both ammonification and nitrification from the DNDC 
(Denitrification-Decomposition) model and algorithms for denitrification from the CropSyst 
(Cropping Systems Simulation Model) model.  The new model is referred to as SWAT-
DNDC.  The same dataset was reevaluated, which provided an increase in Nash-Sutcliffe-
efficiency for the six year validation period from -0.218 to 0.619. 
 
 
Introduction 
 
 Eco-hydrological simulation models such as SWAT2000 are essential tools for decision 
support in water resources planning.  They can be used to simulate the effects of land use 
scenarios on both water and matter fluxes, provided that all relevant key processes and 
interactions of the soil-vegetation-water-system are considered and valid.  SWAT2000 has 
already been applied for decision support with respect to diffusive nitrate emissions in various 
countries (e.g. Santhi et al., 2001; Chaplot et al., 2004; Grizzetti et al., 2003).   
 SWAT2000 is also employed within the collaborative research center (CRC 299) at the 
University of Giessen, Germany.  The scope of the CRC 299 is to develop sustainable land 
use options for peripheral regions.  The economic model ProLand (Möller and Kuhlmann, 
1999) provides potential land use maps based on specific agro-economic scenarios.  The 
potential land use maps are used as input data for SWAT2000 and various other ecological 
models to analyze the impact of land use on specific landscape services.  For example the 
impact of potential land use changes on streamflow, actual evapotranspiration, surface runoff 
and groundwater recharge was analyzed by Weber et al.(2001) for the Aar Catchment, a 
subcatchment of the Dill Catchment in Mid-Germany. 
 Using an application of SWAT2000 for the analysis of the nitrogen cycle on the 
catchment scale, we provide a critical evaluation of the implemented nitrogen balance 
algorithms.  We examined those processes which are simulated on the scale of a Hydrological 
Response Unit (HRU) in SWAT2000.  A lysimeter dataset was obtained to test the 
performance of SWAT2000 on nitrate leaching, actual evapotranspiration, and percolation.  
We created an artificial catchment with zero slope and a single HRU.  Since an HRU is a 
unique land use and soil type combination with a specific farm management, the simulated 
HRU represents the lysimeter. 
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Lysimeter Station Brandis 
 The lysimeter station Brandis is located 15 km southeast of Leipzig in Eastern Germany.  
From 1980 to 1992 a long term fertilizer experiment was employed on various local soil types 
to test both the impact of soils and water use of crops on yield and the impact of farming 
practices on nitrate leaching (Haferkorn, 2000).  In this study we used the data for the 
lysimeter group 5, which consists of three undisturbed soil monoliths with an area of 1 m2 and 
a depth of 3 m.  The soil was classified as an eroded Cambisol (Table 1).  Percolate for the 
three monoliths, gravimetric soil water content, and precipitation was measured on a daily 
basis.  Mineral nitrogen in the percolate was analyzed on a monthly basis (Haferkorn, 2000).  
The resulting dataset consisted of averaged monthly totals of percolation, nitrate leaching and 
evapotranspiration calculated from three replicates for the years 1980 to 1992.   
The same dataset was used earlier in a competitive workshop to evaluate various soil nitrogen 
models from Germany and Austria (Dreyhaupt, 2000). 
 
 
Table 1. Soil physical parameters of lysimeter group 5 at Brandis (Haferkorn, 2000). 
Horizon Depth [cm] Clay [%] Silt [%] Humus [%] KSAT [mm hr-1] Bulk density 

[g cm-3] 
Ap 0 – 35 8.0 30.0 2.1 635 1.49 
C1 35 – 175 2.0 2.0  782.9 1.67 
C2 175 - 300 4.0 2.0  391.7 1.53 
 
 
 Daily records for measured precipitation at a height of 1 m, humidity, wind velocity, and 
maximum and minimum temperature were obtained from the weather station at Leipzig.  
Rainfall and sunshine duration was measured directly in the field.  Global radiation was 
calculated according to Angstrøm (1924), where global radiation is a function of extra 
terrestrial radiation and the proportion of hours of bright sunshine for a given location.  The 
systematic underestimation of precipitation due to measurements with a rain gauge at a level 
of 1 m was corrected in accordance to Richter (1995).  Information on farming management 
consisted of crop rotation, planting and harvesting dates, fertilizer application amounts, and 
timing (Table 2).   Wet deposition of mineral nitrogen was recorded by analyzing mineral 
nitrogen in the precipitation collected from the rain gauge during the entire research period 
(Haferkorn, 2000). 
 
Model Elaboration 
 When SWAT2000 was tested on the lysimeter data, the model was not capable of 
accurately simulating percolation.  The soil water in the model drained quicker than in the 
experiment.  This can be attributed to the proposed cascaded soil moisture balance model in 
SWAT2000, where a reduction of saturated hydraulic conductivity according to the moisture 
status of the individual soil layer is omitted.  Consequently, a function which reduces 
hydraulic conductivity under non-saturated moisture conditions in SWAT2000 was 
implemented. 
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Table 2. Crop rotation, precipitation, nitrogen input and output for lysimeter group 5 
(after Haferkorn, 2000 and Dreyhaupt, 2000). 
Year Crop Precipitation 

[mm a-1] 
N-Fertilization 
[kg N ha-1 a-1] 

N-Deposition 
[kg N ha-1 a-1] 

N-Leaching 
[kg N ha-1 a-1] 

N-Uptake 
[kg N ha-1 a-1] 

1980 Maize 657 140 44 - 97 
1981 Sugar beet 727 160 53 88 111 
1982 Winter 

wheat 
390 120 28 60 90 

1983 Winter 
barley 

672 120 33 47 117 

1984 Grass 536 175 42 14 118 
1985 Potato 477 100 69 17 73 
1986 Winter 

wheat 
581 120 35 61 94 

1987 Potato 629 100 37 98 131 
1988 Winter 

wheat 
574 140 46 56 72 

1989 Winter 
barley 

546 120 46 34 124 

1990 Sugar beet 579 140 44 21 155 
1991 Winter 

wheat 
417 140 37 25 101 

1992 Winter 
barley 

583 120 29 35 50 

 
 
 SWAT2000 simulated surprisingly high annual denitrification losses of up to 135 kg N  
ha-1 a-1 for the total model period.  In the conceptualization of SWAT2000, denitrification 
occurs in a given soil layer if 95% of field capacity is exceeded (Neitsch et al., 2001).  This 
threshold is always exceeded if water moves from upper to underlying soil layers in the 
cascaded soil moisture balance model.  Hence, in SWAT2000 leaching and denitrification are 
two competing processes.  The extraordinarily high denitrification rates led to a rapid and 
complete depletion of the nitrate pool in each layer. 
 A further constraint of the SWAT2000 model is that under limiting nitrogen conditions 
crops can accumulate their nutrient deficiency as long as this condition continues.  As soon as 
the nitrate pool in the soil is increased by fertilization, the plant can take up an amount equal 
to its accumulated deficiency.  This happens in the model because a sink limitation for 
nitrogen uptake is missing.   
 To overcome the aforementioned constraints, a new nitrogen balance model was 
implemented in SWAT2000 and is further referred to as SWAT-DNDC (Figure 1).  SWAT-
DNDC distinguishes between three organic litter pools with respect to their decomposability.  
The allocation of litter and organic fertilizer to the three litter pools depends on their C-N 
ratios.  The ammonium and nitrate content of mineral fertilizers are added to their 
corresponding pools in the top soil of the model as is the case for mineral nitrogen in rainfall.  
In SWAT-DNDC crops take up both, nitrate and ammonium.  Furthermore, a constant sink 
limitation with respect to maximum daily crop nitrogen uptake was implemented.  Nitrogen 
can leave the soil-vegetation system through leaching, lateral transport, surface transport and 
gaseous emissions. 
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Figure 1. Conceptualization of the nitrogen turnover model implemented in SWAT-
DNDC (after Zhang et al., 2002). 
 
Decomposition 
 Decomposition is the production of mineral C and ammonium from soil organic matter 
mediated by microorganisms.  The algorithms for decomposition were incorporated from Li et 
al. (1992) and Li et al. (2000).  As mentioned before, the model distinguishes between three 
organic litter pools.  Each litter pool is characterized by both a specific rate constant kC,i  and a 
specific C-N ratio.  The gross decomposed carbon for any litter pool is calculated in 
accordance with Equation 1: 
 

                                                                           (1) FC , l=kC , i f 1, l 2, l  Ci
 
where FC,l is the decomposed organic carbon available for growth of nitrifying bacteria [kg C 
ha-1] at soil layer l, Ci is the organic carbon content of the decomposable litter pool i [kg C  
ha-1], f(1,l 2,l)  is the combined moisture and temperature factor for soil layer l, and kC,i is the 
rate constant at optimum temperature and moisture conditions for litter pool i.  The combined 
moisture and temperature factor is calculated in accordance to Stange (2001) (Equation 2):  
 

       
f 1, l 2, l= 2 /  1f 1, l 1

f 2, l  (2) 
 
where f(1,l)  is the moisture factor and f(2,l)  is the temperature factor of soil layer l.  The 
moisture factor is calculated with the WEIBULL-function (Equation 3): 
 

        
f 1, l= 1 − 1  exp

ACT , l − CRIT

 
−1

                               (3) 
 
where ΘACT,l is the actual soil moisture of soil layer l [WFPS], ΘCRIT  is the critical soil 
moisture content [WFPS], and γ is the parameter for the WEIBULL-function.  The 
temperature reduction function is calculated with the O’NEILL-function as proposed by 
Stange (2001) (Equation 4). 
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f 2, l =  tMX−t S , lt MX−tOPT

t A

e t A[ tS ,l−t OPT / t MX−t OPT]

                               (4) 
 
where tMX is the maximum temperature of the O’NEILL-function [°C], tOPT optimum 
temperature of the O’NEILL-function [°C], tA scale parameter and tS,l  soil temperature of 
layer l [°C].  The decomposed carbon is partly used for the formation of microbial biomass.  
Since a C-N ratio of 8-12 exists for microbes, one can estimate the resulting nitrogen demand 
for microbial growth.  If the released ammonium meets the demand for microbial growth, a 
net mineral nitrogen surplus will occur.  Otherwise the microbes will reduce nitrate to meet 
their nitrogen demand, consequently, a net mineral nitrogen loss will occur in this case.  Net 
ammonification is calculated as given by Equation 5: 
 
 

        
FNH4N , l

=  FC , lDBC, l

CNi , l −DBN , l

                                            (5) 
 
where FNH4N is the flux of organic nitrogen into the ammonium pool in layer l [kg N ha-1 d-1], 
DBC,l is the surplus of microbial biomass in layer l [kg C ha-1 d-1], CNi,l is the C/N ratio for 
litter pool i in layer l, and DBN,l is the microbial N demand for biomass formation [kg N ha-1 

d-1]. 
 
Nitrification 
Nitrification is a multi-step oxidation process mediated by several autotrophic organisms, 
namely Nitrosomas spp. and Nitrobacter spp.  Ammonium is sequentially oxidized to nitrite 
and nitrate.  However, in SWAT-DNDC, nitrification is modelled as a one step oxidation 
where nitrate is produced directly.  Since SWAT-DNDC is a gross nitrogen balance model the 
available ammonium for nitrification needs to be estimated.  A portion of the ammonified 
nitrogen is adsorbed to clay minerals in the model.  Furthermore the dissociation of 
ammonium to ammonia, depending on soil pH, is calculated.  A fraction of the ammonia can 
volatilize to the atmosphere.  The remaining ammonium in a given soil layer can be nitrified.  
The gross nitrification is calculated in accordance with Zhang (2002).  It depends on moisture, 
temperature and pH values for the soil (Equation 6).   
 
 

                                       (6) FNO3 N , l=N NH4N , l
[1−exp k35 f 3, l ] f 4, l f 5, l

 
 
where FNO3N,l is the gross flux from the ammonium pool, k35 is the rate constant for 
nitrification at 35 °C, f3,l is the temperature factor, f4,l is the moisture factor, and f5,l is the pH 
factor for nitrification.  The temperature factor and the moisture factor are calculated in 
accordance with the factors for ammonification, though the parameters for the given functions 
differ.  The pH factor f5,l is calculated with a second order polynomial in accordance with 
Zhang (2002) (Equation 7). 
 

                                         (7) f 5, l = −0.0604 pH 20.7347 pH−1.2314
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During ammonification gaseous losses of N2O and NO can occur.  This is considered in the 
model with the following equation (Equation 8): 
 

                        (8) Nox , l = k ox F NO3N , l  ACT , l 2.72
34.6−9615 /  tS ,l273.15 

 
where Nox is N2O or NO production, and kox is the coefficient for N2O production (6 x 104) 
and NO production (2.5 x 10-3), respectively.  The remaining FNO3N,l  is the net flux of mineral 
nitrogen into the nitrate pool of soil layer i. 
 
Denitrification 
Denitrification is the reduction of nitrate to gaseous N compounds, namely N2O, NO and N2.  
The algorithms for denitrification were taken from Stöckle and Campbell (1989); they are also 
incorporated in the model CropSyst (Stöckle and Nelson, 1995).  Denitrification is modeled as 
a 1st order kinetic depending on moisture content and temperature for each soil layer.  
Additionally, denitrification only occurs in the model, if organic carbon is present in the soil 
layer.  This implicitly accounts for the necessary substrate for the reduction of nitrate 
catalyzed by denitrifying bacteria (Equation 9): 
 

                                                          (9) DN l=NO3N l [1−exp
−k15 f 6,l f 7, l]

 
where DNl is denitrification loss to the atmosphere of soil layer l [kg ha-1], NO3Nl is the nitrate 
content of soil layer l [kg ha-1], k15 is the denitrification rate constant at 15°C, f6,l is moisture 
and f7,l  is the temperature factor for denitrification.  The moisture factor is calculated as 
(Equation 10): 
 

        f 6, l=exp [0.3042.94SAT , l−ACT , l−47 SAT , l− ACT , l
2]               (10) 

 
where ΘSAT,l is the volumetric soil moisture content at saturation for soil layer l [m3 m-3] and 
ΘACT,l is the actual volumetric soil moisture content of soil layer l [m3 m-3].  The temperature 
factor is calculated as given in Equation 11: 
 

        
f 7, l =

0.67exp [0.43T S , l−10] ∀ T S , l≤10
exp [0.08T S , l−15] ∀ T S , l10  (11) 

 
 
Experimental Design 
 In accordance with Dreyhaupt (2000), a split sample test was employed with a calibration 
period from 1980 to 1986 and a validation period from 1987 to 1992.  A warm-up-period of 
three years was simulated prior to calibration using three copies of the climatic data for 1980.  
SWAT-DNDC was calibrated with a two step approach.  First, a multi-objective calibration 
was performed considering parameters which are important in the processes of 
evapotranspiration and percolation.  The automatic calibration procedure was similar to that 
proposed by Huisman et al. (2003).  Second, parameters controlling nitrogen balance in 
SWAT-DNDC were manually calibrated (Table 3), and the resulting nitrate leaching was 
visually compared with plotted observed data. 
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Table 3. Initial and calibrated parameter values. 
Parameter Definition Initial 

value 
Calibrated 
value 

BD * Bulk density [g cm-3] 1.490 1.479 
AWC * Available water capacity [m3 m-3] 0.168 0.188 
Α Albedo 0.250 0.219 
KSAT * Saturated hydraulic conductivity [mm hr-1] 635 747 
ESCO Soil evaporation compensation factor 0.000 0.528 
EPCO Plant uptake compensation factor 0.000 0.297 
    
krcvl + Rate factor for decomposition of very labile litter 0.25 10-4

krcl + Rate factor for decomposition of labile litter 0.074 10-4

krcr + Rate factor for decomposition of stabile litter 0.02 5 x 10-6

k35 + Rate factor for nitrification 25 10 
DNH3 + Diffussion coefficient for ammonia 0.025 0.015 
    
MaxNup + Maximum daily N uptake of a crop [kg N ha-1 d-1] 3.5 1.5 
PORFRAC Porous volume from which anions are excluded 0.5 0.9 
* Parameters of the top soil layer were calibrated and the parameters of the underlying layers were adjusted 
according to the change ratio of the top soil layer as proposed by Eckhardt and Arnold (2001).   
+ New parameters in SWAT-DNDC. 
 
 
Results and Discussion 
 
 As shown in Figure 2a, the SWAT-DNDC model accurately predicted actual monthly 
evapotranspiration.  It should also be noted that remarkable uncertainties exist in the observed 
data set for the extreme evapotranspiration rates.  The coefficient of variance (cv) for the three 
replicates was up to 79% during the winter period and 20% during the summer period.  The 
average cv was 9.25% for the entire study period.  The model efficiencies from Nash and 
Sutcliffe (1970) were 0.746, 0.715 and 0.732 for the calibration, validation, and total period, 
respectively.   
 As mentioned in the previous section SWAT2000 was not able to predict percolation 
accurately through the constraints of the cascaded soil moisture balance model.  After the 
modifications, SWAT-DNDC accurately predicted timing and amount of percolation, 
although predicted monthly percolation was less precise than predicted actual monthly 
evapotranspiration.  Percolation in the lysimeter group 5 occurred almost entirely during the 
period from October to March during each year.  The average cv for the three replicates for 
percolation during the total period was 27.8%.  The agreement was high between predicted 
and observed monthly percolation in the beginning of the period when maize, sugar beet, 
winter wheat and winter barley grew (Figure 2b).  However, when grass grew, in 1984, 
SWAT-DNDC poorly predicted monthly percolation, which can be attributed to uncertainties 
in the parameterization of the crop.  The model efficiencies for the calibration, validation and 
total period were 0.584, 0.632, and 0.609, respectively 
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Figure 2. (a) Observed and simulated monthly actual evapotranspiration using SWAT-
DNDC. (b) Observed and simulated monthly percolation using SWAT-DNDC. 
 
 The accuracy of nitrate leaching prediction strongly depends on the accuracy of predicted 
percolation, since nitrate leaching is the transport of nitrate in soil water solution.  As shown 
in Figure 3a, the original SWAT2000 version was not capable of simulating the leaching of 
nitrate reasonably well.  The efficiencies were -0.264, -0.218, and -0.234 for the calibration, 
validation and total period, respectively.  Furthermore, average annual nitrate leaching 
differed strongly between observed (46.8 kg N ha-1 a-1) and simulated data (2.4 kg N ha-1 a-1).   
 To overcome these problems, the new SWAT-DNDC model was developed and tested on 
the Brandis lysimeter data set.  The performance of the SWAT-DNDC model is provided in 
Figure 3b.  The model efficiencies were 0.185, 0.619, and 0.443 for calibration, validation and 
the entire period, respectively, consequently the model efficiency was enhanced through the 
newly implemented algorithms.  A complete depletion of mineral nitrogen in the modeled soil 
profile, as was the case in SWAT2000, did not occur in SWAT-DNDC.  Mineral nitrogen 
content in the entire modelled soil profile varied between 10 kg N ha-1 a-1 and 180 kg N ha-1  
a-1.   
 However, the model tends to underestimate the observed peaks during the calibration 
period (Figure 5).  On the other hand, the model overestimated nitrate leaching in the 
validation period.  Both can be attributed to our simplified assumption that mineral nitrogen 
concentration in rainfall (calculated and implemented as the daily average concentration in 
SWAT-DNDC) remains constant over the entire simulation period.  As shown in Table 2, a 
clear decline of wet nitrogen deposition was visible.  Hence, the model underestimated 
incoming mineral nitrogen in the beginning and overestimated it at the end of the simulation 
period.  A further reason for remaining imperfections in the model performance was the 
noteworthy uncertainty in observed nitrate leaching.  The cv for the three replicates of 
observed nitrate leaching during the total period was 32.5%.   
 As shown in Figure 3, percolation was accurately predicted by SWAT-DNDC for the first 
two seasons, but predicted nitrogen leaching was imprecise (Figure 5).  This can be attributed 
to an imperfect representation of the nitrate concentration in the modelled soil monolith.  
Predicted average annual nitrate leaching was 24 kg N ha-1 a-1, which still represents a 50% 
underestimation of observed data.  But one has to keep in mind that the available dataset has 
some limitations for model development.  First of all, a comparison with daily data was not 
possible since the dataset consists of monthly totals only.  In addition, measured data for 
model testing and model input data are prone to data uncertainty, an issue that has not been 
addressed in the present work.  Nevertheless, the detailed comparison of the old SWAT2000 
and the new SWAT-DNDC version clearly reveals that the internal process description is 

 505



3rd International SWAT Conference 

improved.  The status of the soil nitrogen pools and the nitrogen fluxes are now more 
consistent and SWAT-DNDC is able to simulate long term series with crop rotation. 
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Figure 3. (a) Simulated and observed nitrate leaching using SWAT2000. (b) Simulated 
and observed nitrate leaching using SWAT-DNDC. 
 
 
Conclusion 
 
 In this study we examined the internal fluxes and cycles of nitrogen compounds and 
elaborated a new, detailed model for nitrogen balance on the HRU scale.  The constraints of 
the SWAT2000 model regarding the representation of the nitrogen cycle became apparent 
after detailed analysis of the nitrogen turnover processes on the microscale.  This was 
attempted in the present work by investigating a lysimeter data set.  The constraints would 
have likely remained unnoticed with the classical approach of comparing simulated with 
observed nitrate load on a river basin outlet only.  Hence, scale dependent simulated processes 
should be evaluated with appropriate measurements on corresponding scales. 
 Through the implementation of algorithms for decomposition, nitrification and 
denitrification from both the DNDC and CropSyst model in SWAT, the model efficiency 
increased from -0.218 to 0.619 for nitrate leaching for the validation period.  A sound 
sensitivity study, a further test on both the field and catchment scale, as well as the application 
of the coupled SWAT-DNDC model for land use scenarios will be accomplished in the near 
future. 
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Abstract 
 
 To investigate the effects of different land use management practices and land use change 
on carbon fluxes in river basins, a soil organic matter model (Soil-Carbon-Nitrogen model, a 
submodel of the forest growth model 4C) has been integrated into the eco-hydrological river 
basin model SWIM (Soil and Water Integrated Model).  The extended integrated model 
combines hydrological processes, crop and vegetation growth, carbon, nitrogen, phosphorus 
cycles and soil organic matter turnover.  The direct connection to land use, soil and climate 
data provides a possibility to use the model for analyses of climate change and land use 
change impacts on hydrology, vegetation growth (e.g. crop yield) and soil biogeochemistry.   
The aim of this study was to test the model performance and its capability to simulate the 
magnitude and temporal behaviour of carbon pools and fluxes at the regional scale.  As a first 
step, a sensitivity analysis has been performed and the model has been parameterised and 
verified for conditions in East Germany, using values known from literature and regionally 
available time series of carbon pools and fluxes.  This provides verification of carbon pools 
and fluxes in the landscape and verifies the correct representation of the environmental 
processes therein.  Additionally, uncertainty analysis on model results has been performed 
using a Monte Carlo type approach.  This led to a quantification of uncertainty bounds 
attached to spatial and temporal model results.   
 Based on this, different land management strategies and land use change options can be 
simulated to assess the behaviour of water and carbon fluxes as well as carbon sequestration 
options within the river basin or at the landscape level.  For agricultural areas, the impacts of 
land management changes on the carbon balance have been investigated.  It has been found 
that different crop rotations and fertilisation practices show a considerable effect on long term 
soil organic carbon dynamics.   
 
Keywords:  Eco-hydrological modelling, soil carbon, soil nitrogen, soil organic matter 
turnover, land use change, land management, carbon sequestration 
 
 
Introduction 
 
 To answer questions related to soil carbon (C) sequestration and soil quality, soil nutrient 
and water uptake by plants, soil nutrient loss and water quality issues, soil disturbance and 
land management and climatic impacts on ecosystems, the application of ecosystem models 
are seen as a useful tool.  Referring to terrestrial carbon cycling, soils are of high importance 
as they are considered as potential accumulation medium for C and could help to mitigate the 
continuous increase of atmospheric CO2 (Lal, 2004).  Most of the C in soil organic matter 
(SOM) is plant-derived through root exudates and decomposition of root, shoots and litter 
(Johnston and Groffman, 2004).  The combination of these inputs and outputs (e.g. 
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decomposition, mineralization, and erosion) determines the C balance in the SOM pool and 
the productivity below and above ground.  Environmental changes may directly affect 
allocation of C from plant to soil and the decomposition and mineralization processes, as well 
as lateral and vertical translocations.  To assess soil C development for a certain region it is 
necessary to consider relevant processes and feedbacks between them, namely plant growth 
and plant derived soil C returns, soil nutrient status, soil temperature, and soil water driven by 
land management and climate. 
 To investigate the effects of different land use management practices on carbon fluxes at 
the regional scale we developed an integrated model by coupling the eco-hydrological river 
basin model SWIM (Soil and Water Integrated Model; Krysanova et al., 1998) and the soil 
organic matter model SCN (Soil-Carbon-Nitrogen model).  The latter is a sub-model of the 
forest growth model 4C (Lasch et al.  2002).  The extended integrated model (SWIM-SCN) 
combines hydrological processes, crop and vegetation growth, soil erosion, soil temperature, 
carbon, nitrogen, phosphorus cycles, and soil organic matter turnover. 
 
 
Methodology 
 
The Eco-hydrological Model SWIM 
 SWIM (Krysanova et al., 1998) is a continuous-time, spatially distributed model.  SWIM 
works on a daily time-step and integrates hydrology, vegetation, erosion, and nutrients at the 
river basin scale.  The spatial aggregation units are subbasins, which are delineated from 
digital elevation data.  The subbasins are further disaggregated into hydrotopes, 
hydrologically homogenous areas.  The hydrotopes are defined by uniform combinations of 
subbasin, land use and soil type (Krysanova et al.  2000).  The model is connected to 
meteorological, land use, soil and agricultural management data.  For detailed process 
descriptions of validation studies and data requirements, refer to publications by Krysanova 
et al. (1998, 2000) and Hattermann (2004).   
 
The Extended Soil Carbon and Nitrogen Module 
 The new carbon and nitrogen cycle module is based on the tight relationship between the 
soil and the vegetation.  On the one hand, organic matter is added to the soil through 
accumulating litter, dead fine roots, and organic fertiliser.  On the other hand, there is a 
withdrawal of water and nitrogen from the soil by the vegetation, release of CO2 into the 
atmosphere, and export of inorganic nitrogen by soil water flows (e.g. percolation into the 
groundwater and lateral flow processes). 
 To describe the carbon (C) and nitrogen (N) budget, organic matter is differentiated into 
Active Organic Matter (AOM) as the soil organic matter pool and Primary Organic Matter 
(POM) as the litter pool.  The latter is separated into five fractions for each vegetation and 
crop type (stems, twigs and branches, foliage, coarse roots and fine roots).  For all pools of 
active and primary organic matter, the carbon and nitrogen content is considered.   
 The carbon and nitrogen turnover into different stages (pools) is pictured as a first order 
reaction (Chertov and Komarov, 1997; Franko, 1990; Parton et al., 1987).  The processes are 
controlled by matter specific reaction coefficients.  Heterotrophic (substrate induced) soil 
respiration is calculated through the decay of CPOM and CAOM pools per day.  The effects of 
soil temperature, soil water content and soil pH status on mineralisation and nitrification is 
considered through reduction functions (Franko, 1990).   
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Model Parameterisation 
 The model parameterisation was done to simulate soil organic matter and relevant 
processes for eastern German conditions.  Therefore, related environmental studies in the 
region and literature were used for parameterisation.  The reaction coefficients controlling the 
turnover of soil organic matter have to be determined for each plant species (forest and crop 
types) and organic primary matter fraction (fine roots, coarse roots, twigs and branches, 
foliage and stems).  Determination of these coefficients is mainly done by either field 
experiments (litter bag experiments) or under laboratory conditions (incubation experiments).  
Main source for these parameters for the region under study are from agricultural plant 
investigations by Klimanek (1990 a,b) and Franko (1990) and from forest type information 
by Bergmann (1999) and Berg & Staaf (1980).   
 
Sensitivity and Uncertainty Analysis 
 In order to get a better understanding of the model behaviour, the sensitivity of the main 
input parameters to model results have been tested, and an uncertainty analysis has been 
performed.  The analysis is based on a Monte Carlo type global sensitivity and uncertainty 
analysis of model parameters using the Latin Hypercube Sampling (LHS) method (McKay et 
al., 1979).  LHS allows interactions between different parameter combinations to be studied 
and can identify the contributions of parameters alone and in combination with the 
uncertainty of the modelled results (Saltelli, 1999).  Correlations between parameters can be 
considered in the sensitivity and uncertainty assessment.  To generate the appropriate sample 
sets, which are fed into the SWIM model, the software tool SimLab was applied (Saltelli, 
2004).  Analysis of sensitivity and uncertainty of model parameters to model results also has 
been performed using SimLab.   
 The sensitivity of model results to the parameters was estimated using the partial ranked 
correlation coefficient (PRCC) (Saltelli, 2004).  Uncertainty was analysed using histogram 
plots of model results based on 500 realisations.   
 
 
Results and Discussion 
 
Sensitivity Analysis 
 Based on two output variables, namely total soil C storage (CTOT, Figure 1a) and soil 
respiration (CRESP, Figure 1b), the sensitivity of SWIM-SCN model parameters was 
determined.  A high absolute PRCC value indicates a high sensitivity of the respective model 
parameter.   
 It turned out that the most sensitive parameters are the turnover coefficient of soil organic 
matter (determining the rate of mineralization (kaom) and a parameter which determines the 
amount of organic matter transformed from dead plant material to soil organic matter (ksyn).  
The latter shows higher sensitivity for above-ground litter fractions (ksyn litter) than below-
ground fractions (ksyn roots) (Figure 1a and b).  Besides these two parameters, the amount of 
litter entering the soil as plant residuals has a high influence on the output variables in the 
model (Figure 1a, “fraction litter”).  The parameter kpom (determining the turnover coefficient 
of primary organic matter) shows the least sensitivity (lowest absolute PRCC values) both for 
above-ground (litter) and below-ground (roots) plant fractions. 
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Figure 1. Sensitivity analysis of main SWIM-SCN model parameters. 
 
 
 This analysis gives important information on the relative importance of relevant model 
parameters.  Therefore, the highest accuracy in model parameterisation has to be conducted 
for the parameters showing the highest sensitivity (Figure 1).  Additionally, the most 
sensitive parameters are contributing the most to model uncertainty.  Besides the 
determination of kaom and ksyn, the calculation of crop/vegetation growth and therefore the 
calculation of plant material entering the soil as primary organic matter is crucial. 
 
Verification of the Extended Model 
 All processes related to the turnover of soil organic matter have to be evaluated against 
observed data.  Therefore, the extended SWIM model was evaluated against data on soil 
temperature, soil hydrology, crop yield, soil nitrogen and long-term soil organic matter 
dynamics at the plot scale.  The model was run predominantly without calibration except for 
the use of some parameterisation data provided for the experimental field plots used (e.g. soil 
physical parameters).   
 For soil temperature, soil water dynamics, comparison of modelled and simulated crop 
yields, and nitrogen dynamics at the plot scale, the verification results are summarized in Post 
et al. (2005). 
 Further verification has been performed on decomposition studies of dead plant material, 
which showed good results for two crop types (winter wheat and summer barley) and one 
evergreen forest type (Scots Pine).  For soil respiration simulations, the verification showed 
satisfactory results.  On a yearly basis and for broad land use classes (cropland ecosystems, 
deciduous, and evergreen forests), the magnitudes of simulated values are in agreement with 
the measured data (Post et al. 2004).  Figure 2 shows results for daily comparisons of 
simulated and modeled soil respiration on an agricultural field site of the Leibniz Institute for 
Agricultural Engineering Bornim (ATB), Germany (Hellebrand et al.  2003).   
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Figure 2. Comparison of simulated and measured soil respiration at an agricultural 
field site in Brandenburg (Germany) for the years 1999 - 2001, data provided by the 
Leibniz Institute for Agricultural Engineering (ATB). 
 
 
 It has to be mentioned that simulated soil respiration does not include root respiration.  To 
account for root respiration, values cited in Hanson et al. (2000) were used to subtract the 
portion of root respiration in the measurements.  This allowed for direct comparison with the 
simulation results.  The temporal dynamics represented reasonably well based on 
comparisons between the measurements and simulation results (Figure 2).  Although there is 
a shift from higher soil respiration rates in spring to a quicker decrease in soil respiration 
rates in autumn, the shift between simulations and measurements is most likely due to an 
incorrect simulation of soil warming effects in spring and cooling in autumn of this sandy soil 
site.  Therefore, the soil temperature effects on decomposition are not satisfactory for the site 
conditions. 
 Long-term soil organic carbon dynamics have been simulated for the long-term static 
fertiliser experiment at Bad Lauchstädt, Germany (100 years, 51 simulations) and for the 
long-term experiment V140 at Müncheberg, Germany (35 years).  Results of the comparison 
of simulated and measured data are shown in Figure 3a for a fertilised and unfertilised plot at 
the Müncheberg site (150 kg N ha-1 a-1 inorganic and about 25 t ha-1 farmyard manure every 
two years).  The Bad Lauchstädt site, representing a fertilised plot (30 t ha-1 farmyard manure 
every two years and varying rates of inorganic fertiliser (NPK)) and an unfertilised plot, is 
shown in Figure 3b.  The simulations adequately reproduced the impacts of organic 
fertilisation on soil organic carbon dynamics.  The pattern of the measurements reasonably 
matched the simulation for both verification sites.  The simulated values lie between the 
standard error for most of the measured data.  The long-term trends in measured SOC 
contents are met by the simulations (Figure 3a and b).   
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Figure 3: Comparison of measured and simulated values of total soil organic carbon 
[%] in the top 25 cm of soil at the Müncheberg site (a) and the in the top 20 cm of soil at 
the Bad Lauchstädt site (b). 
 
 
Uncertainty Analysis 
 Following the concept described for the sensitivity assessment, one can assess the 
uncertainty in model results due to model parameterisation.  The parameter used was the 
same as in the sensitivity assessment, and the same parameter value ranges were derived from 
literature.  As an example, the histogram of model outputs (500 realisations) for simulated 
annual soil respiration is shown in Figure 4. 
 
  

measured valuemeasured value

 
Figure 4: Histogram of modelled annual soil respiration [g C/m2/yr] based on 500 
realisations. 
 
 
 Measured values were again derived from the agricultural field site of the Leibniz 
Institute for Agricultural Engineering Bornim, Germany.  It can be seen that 80% of 
simulated values are within a range of 260-150 g C/m2/year (light grey area in Figure 4).  The 
measured reference value for this case is 236 g C/m2 with a mean for the 500 realizations of 
207 g C/m2.  This can be interpreted as relatively low uncertainty in model results in terms of 
the parameters used.  For this site, simulated values show a standard variation for 500 
realisations of 48 g C/m2/year.  This gives additional information on the magnitude of 
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uncertainty (at least for this site’s conditions), which should receive attention in the 
interpretation of model results.   
 
Land Management 
 Figure 5 shows the influence of different crop rotations on soil organic carbon dynamics 
at the Bad Lauchstädt unfertilised experimental plot.  Different crop rotations show an 
influence on soil C development.  The black line in Figure 5 represents the original crop 
rotation of summer barley, potato, winter wheat, and sugar beets on an unfertilised plot.  
Rotations with only two crops shows a decreasing trend in soil C content (light grey line in 
Figure 5, rotation winter wheat to rape).  This is mainly due to the fact that this rotation has a 
longer fallow period than a crop rotation which incorporates more crops.  This rotation shows 
a decrease of soil C of 0.037 t C ha-1 yr-1.  A more complex rotation with reduced fallow 
periods may act as a C sink, with increasing soil C content (dark grey line, Figure 5).  Here a 
rotation with summer barley, potato, winter wheat, rye, silage, and maize shows an increasing 
soil C content of 0.02 t C ha-1 yr-1. 
 

0.5

1

1.5

2

1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000 2010

C
or

g 
co

nt
en

t i
n 

so
il 

0-
 2

0 
cm

 [%
]

crop rotations ww-rape
Corg Plot18 - measured
simulated Corg content
crop rotations sbar-pot-ww-rye-silage maize
Linear (Corg Plot18 - measured)

 
Figure 5: Impacts of different crop rotations on soil organic carbon development for the 
long term static fertiliser experiment, Bad Lauchstädt, Germany. 
 
 
Conclusions 
 
 This paper presents a model extension for the simulation of soil organic matter dynamics 
at the river basin scale.  Verification showed the ability of the model to correctly represent 
the relevant processes for soil organic matter dynamics, such as soil temperature, soil water, 
soil nitrogen, soil carbon dynamics, and crop yields at the plot scale using the standard model 
parameter values as derived from the literature.  This forms the base to assess impacts of 
regional environmental changes on eco-hydrology and biogeochemical cycles in river basins.   
 Through the aid of sensitivity and uncertainty analysis of model parameters, important 
information is gained with respect to the relevance of model parameters, interactions between 
parameters, their influence on model results, and error bounds of these model results.  The 
point scale assessment of uncertainty has to be enlarged to other environmental conditions 
and to a spatial assessment of uncertainty for river basins. 
 The extended model is able to consider cropland management practices, such as 
fertilisation, different crop rotations, some soil cultivation techniques, and crop residue 
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returns.  The use of different crop types and amounts of crops in rotations shows a 
considerable influence on the long-term soil organic carbon trend.  A rotation with two crops 
in the demonstrated case shows a decreasing trend, whereas rotations incorporating more 
crops and reducing the fallow period exhibit an increasing trend in soil organic carbon.  
Factors such as a high rotational complexity, reduction of fallow period, and inclusion of a 
winter cover crop increase soil organic carbon contents as shown here.  This result is in 
agreement with West et al. (2004). 
 These point scale findings now have to be translated into regional or river basin scale 
assessments of eco-hydrology and soil organic matter turnover.  This would provide useful 
information on carbon sequestration potentials to mitigate climate change and to enhance soil 
fertility (Lal, 2004) in relation to other ecosystem services such as water quantity and quality 
in river basins.      
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Abstract 
 
 A major step in the design and evaluation of a furrow irrigation system is the 
determination of infiltration function.  The purpose of this study is to compare infiltration 
measurement results, using double ring and inflow-outflow methods following consecutive 
irrigation events.  Study of bulk density variation, after each irrigation, was another aim of 
this investigation.  Experiments were conducted on a site near the agricultural facility of 
Shaheed Chamran University in Ahwaz.  Results indicate that correlation coefficient in the 
first irrigation period is low in comparison with the others periods.  Cumulative infiltration is 
reduced in the second irrigation in comparison with the first irrigation 180 minutes after 
irrigation started.  Cumulative infiltration is also reduced in the third irrigation in comparison 
with the second irrigation.  During the fourth irrigation, cumulative infiltration increased in 
comparison with the third irrigation which was due to weed growth in the furrows.  Results 
show that calculated basic infiltration rate using inflow-outflow method is 4.4 times greater 
than the double ring method.  Results also show that for short time periods (less than 180 
minutes), Kostiakov method is in a better agreement with Kostiakov-Lewis method.  
Cumulative infiltration was shown to be higher using Kostiakov-Lewis method in 
comparison to actual measurement for long time periods (more than 180 minutes).   
                                                                                                
Key Words:  Furrow irrigation, Infiltration, inflow-outflow method, double rings, Kostiakov 
and Kostiakov-Lewis equations                                                                 
 
 
Introduction 
 
  With the application of infiltration equation modeling of surface flow and the process of 
surface irrigation, design and evaluation become easier tasks.  In order to find the relationship 
between equation coefficients in different soils under different surface soil conditions, it is 
essential to conduct field tests.  Infiltration equations under different soil conditions are 
classified into 3 major groups; i.e. theoretical, physical, and empirical equations.  Authors 
such as Clemens (1983) and Walker et al. (1983) have suggested using empirical infiltration 
equations for design and evaluation of surface irrigation systems.  In this study, the empirical 
models of Kostiakov and Kostiakov-Lewis have been applied to a series of inflow-outflow 
and double ring methods of measuring soil infiltration.  Kostiakov (1939) presented the 
following equation for determining cumulative depth of infiltration into soils.                                                  
 

nKT=Ζ  (1) 
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Where Z = cumulative infiltration depth, T = elapsed time, and K and n = empirical 
constants.  Equation (1) is widely used due to its simplicity and ease of application.  
However, infiltration rate estimated with this equation at large times tends to zero which is 
not realistic.   In order to resolve this, the following Kostiakov-Lewis equation was presented  
 

TfKTZ n
0+=  (2) 

 
Where =0f  basic infiltration rate. 
 
 
Methodology 
 
 Infiltration experiments were conducted at Shaheed Chamran University research plots 
during fall of 1998, using the inflow-outflow and double ring methods.  Relevant information 
about the experiments is as follows.                                                                                             

• soil texture for 0-25 cm layer was “clay loam “and for 25-100 cm layer was loam                 
• number of furrows 15                                                                                                     
• length of furrows 80m                                                                                                     
• width of furrows 75cm                                                                                                    
• number of irrigation tests   4                                                                                             
• number of double ring tests 30                                                                                       

The amount of water used in each irrigation was based on readily available moisture and non-
erosive inflow rate to furrows (1.1-1.5 lit/s), considering soil texture and furrow slope.  
Infiltration coefficients for Kostiakov and Kostiakov-Lewis equations in the double ring 
method were derived using the methods of Garcia and Walker.  In the inflow-outflow method 
however, the volume balance method was used as given in Table 1.  The measured and 
estimated values of infiltration rate and cumulative infiltration depths are given in Table 2 for 
comparison. 
 
 
Results and Conclusions 
 
 Results indicate that the correlation coefficient in the first irrigation period is low in 
comparison with the other periods.  Cumulative infiltration is reduced in the second irrigation 
in comparison with the first irrigation 180 minutes after irrigation started.  Also, cumulative 
infiltration is reduced in the third irrigation in comparison with the second irrigation.  During 
the fourth irrigation, cumulative infiltration increased in comparison with the third irrigation 
which was due to weed growth in the furrows.  Results show that calculated basic infiltration 
rate using inflow-outflow method is 4.4 times greater than double ring method.  The results 
also show that for short time periods (less than 180 minutes), Kostiakov method is in a better 
agreement with Kostiakov-Lewis method.  Cumulative infiltration was shown to be higher 
using Kostiakov-Lewis method compared to actual measurement for long time periods (more 
than 180 minutes).                                        .                                                                     
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Table 1. Kostiakov and Kostiakov -Lewis Coefficients for furrows inflow-outflow, 
and double ring methods.                                                                      

Kostiakov -Lewis Kostiakov 

)
min

(0
cmf

      n 
)

min
( n

cmk
        n 
  )

min
( n

cmk
Number 
Furrow 
 

Description 

     F1 
     F2 
0.1212 0.747 0.00373 0.996 0.124 F3 
0.1003 0.301 0.177 0.937 0.143 F4 
0.09173 0.61 0.0826 0.915 0.1516 F5 
0.1044 0.553 0.0877 0.949 0.1395 Average 

First 
Irrigation 

0.0964 0.106 1.779 0.739 0.413 F1 
0.1174 0.138 2.397 0.714 0.603 F2 
0.  0988 0.279 1.176 0.705 0.539 F3 
0.0971 0.559 0.0542 0.956 0.125 F4 
0.0679 0.439 0.222 0.828 0.181 F5 
0.09572 0.304 1.1246 0.788 0.372 Average 

Second 
Irrigation 

0.0477 0.488 0.178 0.82 0.1425 F1 
0.07438 0.679 0.0514 0.96 0.1044 F2 
0.0931 0.247 0.466 0.849 0.215 F3 
0.089 0.666 0.0264 0.965 0.125 F4 
0.0438 0.52 0.2603 0.7048 0.258 F5 
0.06959 0.52 0.19655 0.859 0.169 Average 

Third 
Irrigation 

0.0546 0.55 0.253 0.916 0.1504 F1 
0.1071 0.419 0.241 0.88 0.2105 F2 
0.0995 0.255 0.89 0.777 0.3586 F3 
0.0923 0.697 0.063 0.913 0.1536 F4 
0.0613 0.492 0.2014 0.776 0.2069 F5 
0.0829 0.482 0.3297 0.852 0.216 Average 

Fourth 
Irrigation 

0.0158 0.433 0.372 0.565 0.331 F1 
0.0195 0.466 0.322 0.614 0.288 F2 
0.0159 0.41 0.429 0.542 0.377 F3 
0.0197 0.387 0.467 0.551 0.395 F4 
0.0258 0.513 0.208 0.715 0.187 F5 
0.0193 0.436 0.36 0.597 0.316 Average 

Double 
Rings 

0.088 0.464 0.435 0.862 0.224 Irrigation 
Average  
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Table 2. The comparison of cumulative average depth of infiltration at different times 
(average depth of infiltration (cm) and Time (Minutes)).          

Cumulative average depth of infiltration at different times 

300 240 180 150 120 90 60 30 10 
Description 

28.88ab 23.25ab 17.56ab 14.74ab 11.86ab 9.008ab 6.13ab 3.204b 1.23b First 
Irrigation 

32.36a 26.33a 20.45a 17.44a 14.41a 11.34a 8.24a 5.01a 2.67a Second 
Irrigation 

22.58b 19.1b 14.6b 12.34b 10.04b 7.75b  5.38bc 2.95a 1.21b Third  
Irrigation 

28.67ab 23.29ab 17.89ab 15.25ab 12.4ab 9.6ab 6.76ab 3.79ab 1.64ab Fourth 
Irrigation 

9.22c 8.1c 6.78c 6.08c 5.2c 4.31c 3.43c 2.3b 1.27b Double 
Rings 

*Letters indicate significant differences at one percent level. 
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Abstract 
 
 A validation study has been performed using the Soil and Water Assessment Tool (SWAT) 
model with data collected for the Upper Maquoketa River Watershed (UMRW), which drains 
over 16,000 ha in northeast Iowa.  This validation assessment builds on a previous nested 
modeling study for the UMRW that required both the Agricultural Policy EXtender (APEX) 
model and SWAT.  In the nested modeling approach, edge-of-field flows and pollutant load 
estimates were generated for manure application fields with APEX and then subsequently routed 
to the watershed outlet in SWAT, along with flows and pollutant loadings estimated for the rest 
of the watershed to the watershed outlet.  In the current study, the entire UMRW cropland area 
was simulated in SWAT, which required translating the APEX subareas into SWAT hydrologic 
response units (HRUs).  Calibration and validation of the SWAT output was performed by 
comparing predicted flow and NO3-N loadings with corresponding in-stream measurements at 
the watershed outlet during 1999-2001.  Annual stream flows measured at the watershed outlet 
were greatly under-predicted when precipitation data collected within the watershed during 
1999-2001 were used to drive SWAT.  Selection of alternative climate data resulted in greatly 
improved average annual stream predictions, and also relatively strong r2 values of 0.73 and 0.72 
for the predicted average monthly flows and NO3-N loads, respectively.  The results of this study 
show that SWAT can replicate measured trends for this watershed and that climate inputs are 
very important for validating SWAT and other water quality models.   
 
 
Introduction 
 
 Water quality modeling is emerging as a key component of Total Maximum Daily Load 
(TMDL) assessments and other watershed-based water quality studies.   Numerous water quality 
models have been developed that differ greatly in terms of simulation capabilities, 
documentation, and technical support.  One of the more widely used water quality models is the 
Soil and Water Assessment Tool (SWAT), which was developed to assess the water quality 
impacts of agriculture and other landuses for a range of watershed scales, including large river 
basins (Arnold et al., 1998).  Detailed documentation on the model inputs is provided in Neitsch 
et al. (2002a); model theory documentation is presented in Neitsch et al. (2002b) and Arnold et 
al. (1998).  Previous applications of SWAT have compared favorably with measured data for a 
variety of watershed scales and conditions (Arnold and Allen, 1996; Srinivasan et al.,1998; 
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Kirsch et al., 2002; Arnold et al., 1999; Saleh et al., 2000; Santhi et al. 2001).  However, an 
ongoing need regarding the use of SWAT is to test it with measured data for different scales, 
land use, topography, climate, and soil conditions.    
 The objective of this study was to test SWAT by comparing predicted stream flows and 
nitrate (NO3-N) levels with corresponding measured values at the outlet of the Upper Maquoketa 
River Watershed (UMRW), which is a row-crop dominated watershed that is typical of much of 
Iowa.  An overview of the data inputs and modeling assumptions is provided first, including a 
description regarding how some of the SWAT inputs were derived from a previous UMRW 
modeling study that used both the Agricultural Policy EXtender (APEX) model (Williams et al., 
2001) and SWAT.  The calibration and validation process is then described, including the effect 
of selecting alternative climate data inputs to achieve a more accurate replication of measured 
data at the watershed outlet.   
 
 
Methodology 
 
Watershed Description 
 The UMRW covers an area of about 162 km2 in portions of Buchanan, Clayton, Fayette, and 
Delaware counties, and lies within the upper reaches of the Maquoketa River Watershed (MRW) 
that drains a total of 4,867 km2 of predominantly agricultural land (Figure 1).  In 1998, the MRW 
was listed as a priority watershed within the Iowa Department of Natural Resources Unified 
Watershed Assessment with the primary concern being nutrient and sediment losses from 
agricultural nonpoint sources.  Surface monitoring at the UMRW outlet (sampling site 4) located 
in Backbone State Park showed elevated NO3-N and phosphate-phosphorus (PO4-P), depending 
on the flow conditions (Baker et al., 1999).  Tile drains are a key conduit of NO3-N to the 
UMRW stream system. 
 
 

 
Figure 1.  Location of the Upper Maquoketa River Watershed with reference to the 
Maquoketa River Watershed and the Mississippi River, the locations of the UMRW 
livestock operations and sampling sites.   
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 Corn and soybean are the major crops in the UMRW, accounting for 66% of the total land 
use (Gassman et al, 2002).  Other key land uses included woodland (8.9%), alfalfa (7.5%), 
Conservation Reserve Program (CRP) land (4.1%), and pasture (4.0%).  A total of 90 operations 
were identified in 1999 (Osei et al, 2002a) having one or more types of livestock (Figure 1), with 
production focused primarily on swine, dairy cows, beef cattle, feeder cattle, and/or calves and 
heifers.  The survey also discovered that most of the livestock producers were not taking enough 
credit for the nutrient content from manure when it was applied to the crop fields.   
 
SWAT Input Data and Management Assumptions 
 This SWAT validation study builds on the original UMRW simulation study, in which a 
nested APEX-SWAT modeling approach was used (Saleh et al., 2003; Gassman et al., 2002).  
APEX was used to simulate the manured cropland and pasture areas due to its enhanced 
flexibility in simulating different manure application scenarios relative to SWAT.  Edge-of-field 
sediment and nutrient losses simulated in APEX, coupled with losses simulated in SWAT from 
other land uses, were routed in SWAT through the stream system to the watershed outlet.  This 
approach was also used in two other previous watershed studies that were conducted in Texas, as 
described in Gassman et al. (2002).  In this study the entire watershed was simulated in SWAT 
for 1997-2001, which provides an initial two-year “stabilization period” and also includes the 
three years that the monitoring data were collected (1999-2001) which were used for calibrating 
and validating the model. 
 The land use/cover, topographic, and soil data required for the SWAT simulations were 
generated as part of the previous UMRW modeling study, from maps developed within the 
Geographical Resource Analysis Support System (GRASS) Geographic Information System 
(GIS) using the GRASS/SWAT Interface Program (Gassman et al., 2002).  A total of 52 
subwatersheds were created with the GRASS GIS for the UMRW (Figure 1), with the watershed 
outlet (sampling site 4) located in Backbone State Park.  Each subwatershed delineated within 
SWAT is simulated as a homogeneous area in terms of climatic inputs.  However, the 
subwatersheds were further subdivided into hydrologic response units (HRUs) that were 
assumed to consist of homogeneous land use and soils.  The percent of the subwatershed that is 
covered by a specific HRU is input to SWAT; however, the exact spatial location is not 
accounted for.  A land use threshold of 10% was used when the HRUs were created, which 
limited the land use to categories that covered at least 10% of a given subwatershed.  The HRU 
land use categories generated in SWAT/GRASS included pasture, urban land, continuous corn, 
corn-soybean, and a five-year rotation of corn and alfalfa.  A total of 646 HRUs were used for 
the UMRW.   
 As previously noted, the manured cropland and pasture areas were originally simulated in 
APEX.  These APEX areas were translated into SWAT HRUs for this analysis as described in 
Kanwar et al. (2003).  Small open lot and buffer strip areas that were simulated in APEX for 
swine open lot and cattle feeder operations were assumed to be non-grazed pasture areas in 
SWAT.  The remaining pasture areas simulated within each SWAT subwatershed were split into 
separate dairy, calf/heifer, and beef cow pasture HRUs, to preserve differences in manure 
deposition rates and grazing periods that were assumed to occur between these different 
livestock species.  The manure was assumed to be applied to cropland that was planted in corn.  
Manure generated by beef pasture and calf/heifer operations was relatively minor compared to 
the other types of operations and assumed to be deposited on pastures and/or corn fields via 
grazing rather than applied with a manure spreader.  It was assumed that the livestock producers 
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applied solid manure at an annual rate of 44.8 t/ha and liquid manure at a rate of 46,745 l/ha, 
resulting in the N and P application rates shown in Table 1.   
 
 
Table 1. Manure N and P rates (kg/ha) applied to corn by farm type for the UMRW 
baseline simulationsa. 

 
Nutrient 
 

 
Tie stall 
dairies 
 

 
Small swine 
(open lot) 
 

 
Large swine 
(confinements) 
 

 
Cattle 
feeder 
 

Manure N 234 278 293 262 

Manure P 49 96 101 71 
aBaseline manure application rate = 22.4 t/ha; liquid rate of  46,745 l/ha used for swine 
confinements. 
 
 
 The main N fertilizer applications were applied at the same rate for manured fields relative to 
nonmanured cropland (Table 2).  An N fertilizer rate of 159 kg/ha was assumed for continuous 
corn.   Assumed fertilizer rates applied to corn following soybean and alfalfa were 128 and 100 
kg/ha, respectively, reflecting some accounting of N credit from the legume crops.  Additional 
“crop-removal” N and phosphate (P2O5) fertilizer were simulated for both manured and 
nonmanured fields following corn harvest (Table 2), for continuous corn, corn-soybean, and the 
second year of corn when rotated with alfalfa for the manured cropland.  Smaller starter N and P 
fertilizer amounts of 10 and 11 kg/ha were assumed applied for corn in all rotations, regardless 
of manure inputs.   
 Additional details regarding the distribution of livestock in the watershed and the nutrient 
management assumptions are given in Osei et al. (2000) and Gassman et al. (2002). 
 
 
Table 2. Expected yields and fertilizer rates based on UMRW survey results.  

Fall crop removal fertilization 
applications  (kg/ha) 

Manured fields Nonmanured fieldsCrop Crop 
sequence 

Expected 
yield 

(bu/ac) 

Main N 
fertilizer 

application
(kg/ha)a N P2O5 N P2O5 

Corn after corn 155 159 18 46 28 68
Corn after soybean 160 128 10 26 28 68 
Corn after alfalfa 158 100 10 26 28 68 
soybean after corn 55 0 15 39 28 68 
aThe same rate was assumed to be applied to both manured and nonmanured fields. 
 
 
Soil and Climate Inputs 
 The soil map and associated soil layer data used for the UMRW SWAT simulation were 
obtained from the Iowa Department of Natural Resources 
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(http://www.igsb.uiowa.edu/nrgislibx/).  The soil slope length and percent slopes were 
determined from an assessment of mean slope lengths that are given in the 1992 National 
Resource Inventory (NRI) database (http://www.nrcs.usda.gov/technical/NRI/; Nusser and 
Goebel, 1997).   
 Daily precipitation data were collected at sampling sites 2 and 3 (Figure 1) within the 
UMRW for the same three year period (1999-2001) that the in-stream monitoring data was 
collected.  Two five-year average daily precipitation records for 1997-2001 were then 
constructed by collating 1997-98 precipitation data collected at Fayette and Manchester 
(obtained from the Iowa Environmental Mesonet at http://mesonet.agron.iastate.edu/) onto the 
site 2 and site 3 data, respectively.  Fayette and Manchester were determined to be the two 
closest climate stations based on a Thiessen Polygon analysis; the locations of both stations are 
shown in Figure 2.  Two other five-year precipitation records were also constructed using only 
data measured at Fayette and Manchester, to provide an alternative source of climate data inputs 
for the SWAT simulation.  A comparison of 1999-2001 annual precipitation amounts (Table 3) 
shows that the precipitation levels measured at sites 2 and 3 were considerably lower than those 
measured at Fayette and Manchester, and precipitation amounts collected at other climate 
stations in the region.  Thus it was of interest to assess the effects of the two different sets of 
precipitation data on the SWAT hydrologic estimates.  The assignment of a specific precipitation 
record to a given subwatershed was determined on the basis of which rain gage or weather 
station was closest to the subwatershed.  
 
 
Table 3.  Total annual precipitation (mm) for 1999-2001 (and overall total) for UMRW 
climate sources. 

Rain Gaugea or Climate Stationsb 
Year 

Site 2a Site 3a Fayette Manchester Oelwein Tripoli Dubuque Independence

1999 814.3 807.2 1,052.1 943.6 987.3 1054.1 910.3 1,057.1
2000 750.9 839.4 967.0 834.9 955.5 958.1 820.7 840.0 
2001 794.7 795.4 1,042.7 893.1 987.8 811.3 933.7 970.8 
Total 2,359.87 2,442.0 3,061.8 2,671.6 2,930.6 2,823.5 2,664.7 2,867.9 
aMeasured within the watershed at sampling sites 2 and 3 (Figure 2) 
bClimate station data was obtained from http://mesonet.agron.iastate.edu/. 
 
 
 Maximum and minimum temperature data for 1997-2001 were again obtained from the Iowa 
Environmental Mesonet for Fayette and Manchester, and were used for all of the SWAT 
simulations.  The daily air temperature inputs were used in the SWAT crop growth algorithms 
and the evapotranspiration computations.  The Hargreaves Method (Neitsch et al., 2002b) was 
used to estimate daily evapotranspiration rates.  Solar radiation, relative humidity, and wind 
speed were generated internally in SWAT with the built-in weather generator.     
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Figure 2.  Climate stations located near the UMRW (including Fayette and Manchester) 
and county boundaries.  
 
 
Results and Discussion 
 
 Each SWAT simulation was executed for 1997-2001 to encompass a complete cycle of the 
five-year corn and alfalfa rotations and to provide a two-year “initialization period”.  Calibration 
of SWAT was performed for 1999 while 2000 and 2001 were used as the validation years.  
Figure 3 shows that the annual average stream flows were greatly under-predicted using the five-
year precipitation records that included the 1999-2001 site 2 and site 3 rain gage data.  
Additional monthly comparisons (not shown) further revealed that low flow periods were 
especially under-predicted using these precipitation data.  The annual average stream flows were 
more accurately predicted when the precipitation records based solely on the Fayette and 
Manchester climate station measurements were used (Figure 4).  A slight under-prediction of 
0.74% was predicted for the three-year average (Figure 4) when using the alternative 
precipitation data.  The annual average results shown in Figures 3 and 4 could indicate that 
measurement error occurred for the rain gage data collected at sites 2 and 3.  Further analysis 
was performed only with the five-year records that consisted entirely of precipitation data 
collected at Fayette and Manchester.    
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Figure 3. Simulated versus measured UMRW annual stream flows in response to the five-
year precipitation records that include the site 2 and site 3 rain gage data. 
 
 
 Simulated daily flows are shown relative to corresponding measured flows for 1999-2001 at 
the UMRW outlet (Figure 5).  The model accurately tracked most of the peak flow events that 
occurred during the year, although the peaks were usually over-predicted.  In contrast, the 
majority of the low-flow periods were under-predicted by SWAT.  Figure 6 shows the predicted 
and measured average monthly flows for 1999 to 2001.  Some of the high flow periods were 
over-predicted while other high flow periods were under-predicted.  The regression of the 
measured and simulated average monthly flow resulted in an r2 value of 0.73, indicating that the 
model accurately tracked the average monthly flow trends during the simulation period.   
 The predicted versus measured average monthly NO3-N levels are plotted in Figure 7.  The 
NO3-N trend was again accurately tracked by SWAT, as reflected in the r2 value of 0.72.  
However, the majority of the months with observed high NO3-N levels were over-predicted by 
the model.  The cumulative three-year NO3-N load was under-predicted by SWAT by 7.3%. 
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Figure 4. Simulated versus measured UMRW annual stream flows in response to the five-
year precipitation records that consist only of data measured at Fayette or Manchester. 
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Figure 5. Simulated versus measured daily stream flows at the UMRW outlet (1999-2001). 
 



3rd International SWAT Conference 

 530

0

5

10

15

20

1999 2000 2001
Month

Fl
ow

 (m
ill

io
n 

m
3 /m

on
th

)
Measured Simulated

 
Figure 6. Simulated versus measured monthly stream flows at the UMRW outlet (1999-
2001). 
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Figure 7. Observed and simulated monthly NO3-N loads at the watershed outlet during 1999-
2001. 
 
 
Conclusions 
 
 Annual stream flows measured at the UMRW outlet for 1999-2001 were greatly under-
predicted when precipitation data collected within the watershed during 1999-2001 were used as 
input to SWAT.  The predicted annual stream flows improved greatly when precipitation data 
measured at climate stations outside the watershed were used.  These results do not follow 
expectations and pose the question as to whether measurement error may have occurred 
regarding the precipitation data collected at UMRW sampling sites 2 and 3.  Further 
investigation is needed to verify why the large discrepancies exist between the sites 2 and 3 
precipitation data and the corresponding data collected at other climate stations in the region.  
Further simulations with SWAT using only the climate data collected at the Fayette and 
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Manchester climate stations showed that the model was able to accurately track monthly 
measured stream flows and nitrate losses at the watershed outlet.  The r2 statistics found for the 
stream flows and NO3-N losses were equal to 0.73 and 0.72, respectively.  These results compare 
favorably with previous r2 values reported by Saleh et al. (2003) of 0.79 for stream flows and 
0.74 for the NO3-N loads, using the APEX-SWAT approach.  However, the annual stream flows 
and three-average annual stream flow were more accurately simulated in this study.  It can be 
concluded that both the APEX-SWAT and SWAT-only methods can be viable simulation 
approaches.  However, the SWAT-only approach may be better suited for investigating the long-
term watershed-level impacts of agricultural management practices due to less complexity in 
terms of managing model input and output when compared with APEX-SWAT approach. 
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Abstract 
 
 A simulation study using the Soil and Water Assessment Tool (SWAT) model was 
initiated to estimate daily flow components in the Grote Nete River Basin, Belgium.  The 
parameters of hydrologic models often are not exactly known and therefore have to be 
determined by calibration.  In this study, the procedure considers multiple calibration 
objectives including calibrated components for flow, such as the total flow and base flow, 
considering indirectly the overland flow component being the difference between total 
and base flow.  Model calibrations were pursued on the basis of comparing the simulated 
output with the observed total and base flow using qualitative (graphical) assessments 
and quantitative (statistical) indicators.   
 This analysis was conducted in order to obtain some insight into the relative 
importance of the surface and base flow components of observed hydrographs in an effort 
to improve the predictive capability of the model for the study site.  The study was 
conducted using a 10-year historical flow record (1986-1995); in which the period 1986-
1989 was used for calibration and 1990-1995 for validation.  The predicted daily total 
flow and base flow matched the observed values, with a Nash-Sutcliff coefficient of 0.62 
during calibration and 0.77 during validation, and with a Nash-Sutcliff coefficient of 0.56 
during calibration and 0.65 during validation, respectively.  Analysis of high flows and 
low flows indicated that the model was unbiased. 
 The results indicate that the SWAT model is a suitable model for use in the Grote 
Nete River Basin.  The calibration focuses on matching simultaneously the total and base 
flow and has a very good potential for being used as a tool to study stream flows in 
Belgium. 
 
  
Introduction 
 
 SWAT is a physically-based watershed model that is integrated into the ArcView 
geographic information system (GIS) software as an extension.   The model is capable of 
simulating a high level of spatial detail by allowing the division of a watershed into a 
large number of sub-watersheds (Gassman et al., 2003).  It also provides an example for 
distributed models relying on a physically based description of the runoff generation and 
the effects of different land covers (Eckhardt et al., 2001).  A comprehensive description 
of all of the components in SWAT can be found in the literature (Arnold et al., 1994, 
Arnold et al., 1998, Neitsch, 2001 and 2002).  According to previous research, SWAT 
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has good potential for being used as a tool to study stream flow in Belgium (Abu El-Nasr 
et al., 2004, Van Griensven, 2002).   
 
 
Methodology 
 
Description of the Study Area and Model Setup 
 A model for the Grote Nete River Basin in Belgium was established.  This basin 
covers approximately 383 km², and the altitude of the catchment varies between 12 and 
75 meters above sea level.  While the most common slopes in the watershed are lower 
than 1%, slope varies between 0 and 5%.  Based on a digital elevation model, the 
catchment was divided into 41 subbasins.  The multiple HRU option was used to enable 
the creation of multiple HRUs for each subbasin (the default threshold values of 20% for 
land use and 10% for soil were applied); in total, 277 HRUs were used with varying 
sizes.  Also six different land use categories were distinguished within the catchment.  
The most dominant land use is forest (37.17%).  Table 1 summarizes different land uses 
in the basin.   
 
 
Table1. Summary of land uses within the basin. 
Land use Percent of Basin 
Forests 37.17 
Cultivated land 20.73 
Pasture 14.62 
No data (military domain) 10.73 
Urban area 9.74 
Physical infrastructure 5.80 
Wetlands and water bodies 1.20 
 
 
 Sandy soils (49.57%) are dominant in the Grote Nete River Basin watersheds.   Sandy 
loam soils (23.28%) and clay soils (17.49%) occupy a smaller fraction of the basin.  
Loamy soils are rare, representing only 0.62% of the basin area.  Sandy soils occupy the 
northern part of the catchment, while sandy loam soils are found in the southern part of 
the basin.  Clay soils are mainly located as a small strip along the river branches.  
Artificial soils (9.04 %) are located inside the territory of the Hechtel-Eksel and 
Leopoldsburg communities, which are military bases.   
 The collected data for this study included stream-gauging records, land use 
information, soil data, hydrologic data, topographic information, climate records, and 
daily precipitation.  Potential evapotranspiration was obtained from data reported by 
Timmerman (Timmerman et al., 2001).  All data were gathered from the monitoring sites 
and available data bases of the Royal Meteorological Institute, AMINAL, National 
Geographic Institute, Flemish Land Agency.  Also, the AARDEWERD database was 
used to derive basic soil attributes (Van Orshoven et al., 1993).  Soil hydraulic 
parameters were calculated from these basic attributes using the pedo-transferfunctions of 
Vereecken et al. (1990).   
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Model Calibration and Validation 
 A calibration/validation procedure was applied to the Grote Nete River Basin using 
the daily average flow rates measured in the Varendonk outlet station for comparison 
against the simulated model output.   
 Traditionally, physically based distributed models are rarely calibrated and validated 
thoroughly because of lack of data (Feyen et al., 2000).  In practice, model testing is 
limited to the comparison of simulated and predicted discharges in a catchment.  Rarely, 
models are calibrated with respect to the flow components composing the total river flow 
as opposed to observed basin variables such as well data, the soil water content of the 
unsaturated zone, or any other state variable that might have been observed in space and 
time.  Given the internal compensating effects, it is likely that with a set of parameters 
derived from a manual or automatic calibration, a good estimate can be obtained of the 
observed total discharge, but the base flow will be overestimated and the intermittent and 
overland flow underestimated, or vice-versa (Vázquez and Feyen, 2004).   
 The purpose of this study was to conduct the calibration/validation in such a way that 
not only a good agreement between the simulated and observed total daily discharge was 
obtained, but also between the components making up the total discharge.  Given the 
characteristics of the study basin, the total flow was assumed to consist of a quick and 
slow flow component, whereby the slow flow component was considered as the sum of 
what classically is considered as intermittent and base flow.  The justification for this is 
based on the fact that the basin is relatively flat, composed of primarily sandy soils with 
high hydraulic conductivity, and is intensively drained by a network of ditches and pipe 
drainage systems.  If the land in the basin is not properly drained the water table in the 
winter season would rise close to the surface constraining the agricultural exploitation.  
Given the local conditions, it is difficult to physically discern the intermittent flow from 
the base flow.  Therefore, both components in this study were summed and considered as 
the slow flow component, whereas the difference between the total flow and the slow 
flow component was defined as the quick flow component.  The observed total daily 
average flow was split into observed slow and quick flow using the flow separation 
program of Arnold et al. (1999).  The SWAT output, consisting of the three flow 
components among other simulated state variables, was reduced to the daily average 
overland flow, or quick flow component and slow flow component.  
 The performance assessment in this study was based on the following criteria: 

- Agreement between the average observed and simulated catchment runoff 
volume (i.e. control of the overall water balance) 

- Agreement of the overall shape of the time series of daily discharge together 
with the accumulated total and slow flow volumes and 

- Agreement of observed and simulated extreme quick and extreme slow flows.   
 Time series of extreme quick and extreme slow flows was constructed using the 
partial duration series (PDS); i.e. the peak over (extreme quick flows) and under (extreme 
low flows) threshold (POT) approach.  The application of the POT approach involves two 
main steps: selection of the threshold and estimation of the tail index.  The Water 
Engineering Time Series Processing tool (WETSPRO) was used in this study to extract 
the extreme quick and slow flows (Willems, 2003).  It has been observed that the 
estimators in extreme-value theory can be subject to serious bias.  Moreover, graphical 
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representations of extreme data often show an erratic behavior.  The statistical literature 
advises to use a Box-Cox transformation to reduce the bias (Box and Cox, 1964) and to 
ensure approximate Gaussian behavior.  
 In addition to the visual graphical interpretation of the agreement between observed 
and simulated time series of daily and cumulative flows, four statistical performance 
indicators were used to quantify the goodness of fit.  The indicators used are the 
modeling efficiency (EF), the goodness of fit (R2), the overall volume error, and the root 
mean square error (RMSE) (Nash and Sutcliffe, 1970; Gupta et al., 1998; Madsen, 2002; 
Abu El-Nasr et al., 2004; Ajami et al., 2004).   
 When using multiple objectives, the solution to the calibration problem will not, in 
general, be a single unique set of parameters but will consist of the set of Pareto optimal 
(non-dominated) solutions.  To illustrate the Pareto optimal solutions to a multi-objective 
calibration problem the calibration routine has been applied for optimization of two 
objectives, the RMSE of extreme quick flows and the RMSE of extreme low flows.  
Also, the different objectives were transformed into a single aggregated objective 
measure (Madsen, 2000) (Equation 1): 
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The objective functions integrated in Equation 1 were optimized manually, meanwhile 
the result was compared with EF and R2  to select the best simulation run. 
 The hydrologic components of the SWAT model were calibrated to fit the observed 
daily stream flow data of the Grote Nete River in Belgium, for the period 1986-1989.  
This period was chosen because it represents a combination of dry, average, and wet 
years (annual precipitation ranged from 646.5 to 988.7 mm).  The model was run for a 
five-year period (1985-1989), of which the first year (1985) was used for the warming 
up-stabilization of the model runs.  The values of selected model parameters were varied 
iteratively within a reasonable range during various calibration runs until a satisfactory 
agreement was obtained between the observed and simulated stream flow data.  The 
model validation was done using the observed flow data for the years 1990-1995.  Model 
performance was assessed with respect to the following three basin characteristics: total 
flow, slow flow, and extreme quick and slow flows.  Calibration of each hydrologic 
characteristic involved methodically adjusting the input parameters and then evaluating 
the model performance. 
 Determining and considering only sensitive parameters was the first step in reducing 
the number of calibrated parameters and thus keeping the run time of the optimized 
parameter in reasonable bounds.  A preliminary model run showed which parameters 
should be given priority in the optimization.  In terms of land use and soils these are the 
curve number, available water capacity, Manning’s coefficient for tributary channel, 
groundwater delay, base flow alpha factor, threshold depth of water in shallow aquifer for 
“return follow” and “revap” to occur, the “groundwater revap” coefficient, and deep 
aquifer percolation fraction.  Furthermore, parameters determining the delay of the 
surface runoff, the ground water recharge, and the base flow recession were optimized.   
The sensitivity analysis was conducted to identify the most sensitive model parameters 
and to identify the ranking among those parameters.  The sensitivity analysis was 
conducted in a standard manner after calibration, and while all parameters were kept 
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constant one single parameter was altered by ± 10% and 20%.  The climatic inputs to the 
model were constant for all iterations. 
 
 
Results and Discussion 
 
Model Calibration and Validation 
 Examination of the calibrated data indicated that SWAT results were less accurate, 
but removal of the 1989 data from the calibration data set considerably increased the 
coefficient of efficiency.  Because of uncertainty in discharge observations for the year 
1989, the value of discharge observation during 1989 was highest while precipitation was 
lowest.  Thus, it was decided to limit the calibration period from 1986 to 1988.  Also the 
results in the validation period showed that removal of 1991 from the analysis improved 
the results.  Therefore, the years 1989 and 1991 were not included in the statistical 
analysis.   
 The solutions of the Pareto approach were obtained by manually calibrating the 
parameters of the SWAT model while optimizing simultaneously the RMSE for extreme 
quick and slow flows.  The results of the Pareto multi-objective calibration analysis were 
plotted and three points were considered.  The first two points corresponded to the lowest 
RMSE for extreme slow and quick flows, and the third intermediate point was located 
between the above mentioned points.  According to Equation 1, the difference between 
the error (RMSE) for extreme quick flows, slow flows, total flow and slow flow estimates 
is a measure of improvement in the model performance.  The parameters of the model run 
with the lowest extreme slow flows yielded the best performance.  For each run in the 
Pareto front, the EF and R² were examined.  As shown in Figures 1 and 2, the scatter 
plots of the extreme quick and extreme slow flows after Box-Cox transformation of the 
observed and simulated flows are underestimated for extreme quick flow while 
overestimated for extreme slow flow.  The result shows that the overall performance of 
the model is good, but the extreme high and extreme slow flows are systematically 
underestimated and overestimated, respectively.   
 The model calibration and validation statistics for daily total and slow flows are 
presented in Table 2.  The SWAT model simulated the mean daily total flow 
satisfactorily during the calibration period, with an R² = 0.86 and an EF = 0.73, and the 
mean daily slow flow with an R² = 0.85 and an EF = 0.71.  Over the three-year 
simulation period (1986-1988) the model slightly overestimated the total flow by 1.03% 
(Table 3).  Daily slow flow volumes were also simulated well, with three out of four 
years having a percent error of slightly over 1.02%.   
 Also, simulated daily flows matched well with observed flows but some difficulties 
were encountered in matching exactly the magnitude or timing of storm events.  
Difficulties in matching exactly the timing or magnitude of storm flows can largely be 
attributed to the spatial and temporal uncertainties in the input climatic data. 
There are numerous additional uncertainties including aerial rainfall estimation errors, 
parameter estimation/calibration uncertainties due to overparameterization, 
and consequently the subjectivity of the manual calibration.  Other causes of uncertainties 
which should be noted are evapotranspiration input estimation errors, spatial 
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resolution and scale of the spatially distributed parameters and input, and macroscopic 
and semi-distributed description of the physical processes. 
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Figure 1. Scatter plots of Box-Cox transformed independent observed and simulated 
extreme quick flow during the calibration and validation periods. 
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Figure 2. Scatter plots of Box-Cox transformed independent observed and simulated 
extreme slow flow during the calibration and validation periods. 
 
 
 The procedure based on the multi-objective optimization has the best overall 
performance but the worst performance for extreme quick and extreme slow flows.   
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During model validation (1990-1995) the statistical analysis revealed that the model 
performance was quite good, with an R² = 0.82 and an EF = 0.64 for the mean total flow 
(Table 2).  The slow flow was reasonably well estimated over the five-year validation 
period, as can be concluded from the relatively high values for EF and R², low value for 
RMSE, and a -0.97% error (Tables 2 and 3).  The good model performance during the 
validation period indicates that the SWAT model accurately replicates the daily stream 
flows measured at Varendonk for the 10-year simulation period. 
 It is obvious that the simulated daily total flow shows a good correspondence with the 
observed daily stream flow.  In general, peak discharge was underestimated, which could 
be explained by the smoothing effect of the Digital Elevation Model, used for 
representing the basin topography.  Furthermore, it was observed that there was always a 
small flow in the central section of the basin that does not reach the outlet due to re-
infiltration in the sandy soils.    
 
 
Table 2. Summary statistics from flow calibration and validation periods in the 
Grote Nete Catchment. 

Total flow Slow flow Statistical index 
Calibration Validation Calibration Validation 

RMSE 
EF 
R² 
Overall volume 
error 

1.33 
0.73 
0.86 
0.15 

1.41 
0.64 
0.82 
0.07 

0.88 
0.71 
0.85 
-0.008 

0.70 
0.66 
0.82 
-0.11 

 
 
Table 3. Comparisons between measured and predicted daily stream flows. 

Total flow (m3/s) Slow flow (m3/s) Period 
Observed Simulated Observed Simulated 

Calibration 4.70 4.85 3.78 3.77 
Validation  3.74 3.81 3.08 2.98 
 
 
Sensitivity Analysis 
 The sensitivity analysis was conducted using the data from the calibration period 
(1986-1988).  This simple test consisted of changing one parameter at a time, while 
keeping other parameters constant.  The optimal parameter values were altered by both an 
increase and decrease of 10 and 20%.  The levels of 10 and 20% change were chosen 
arbitrarily.  The impact of the change in parameter value was measured by the change in 
EF of the model output as compared to no change in parameter values.  The effects of the 
changes in parameter values on total and slow flows are depicted in the Tables 4 and 5.    
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Table 4. Most important parameters in total flow and their sensitivity ranking. 
Parameter Variation Rank 
RDHRGDP 
REVAPMN 
Soil _AWC 
GW_QMN 
CH_N1 
GW_Delay 
CN2 
GW_REVAP 
ALPHA_BF 

0.298 
0.288 
0.255 
0.237 
0.237 
0.193 
0.185 
0.181 
0.177 

1 
2 
3 
4 
5 
6 
7 
8 
9 

 
 
Table 5. Most important parameters in slow flow and their sensitivity ranking. 
Parameter  Variation Rank 
RDHRGDP 
GW_Delay 
REVAPMN 
Soil _AWC 
GW_QMN 
CH_N1 
CN2 
GW_REVAP 
ALPHA_BF 

0.377 
0.357 
0.201 
0.182 
0.143 
0.127 
0.107 
0.060 
0.011 

1 
2 
3 
4 
5 
6 
7 
8 
9 

 
 
Conclusion 
 
 This study reveals that the semi-distributed SWAT model performed satisfactorily 
using the hydrological data of the Grote Nete River Basin.  Its distributed nature proved 
to be valuable for a correct representation of the sharp and rapid increase of the stream 
flows observed at the Varendonk limnigraphic station.  The hydrological components of 
the SWAT model, such as total flow and slow flow, were calibrated and validated at the 
catchment scale of the basin.  Daily discharge records and base flow data, determined by 
using an automatic base flow separation algorithm (Arnold et al., 1999)) for the period 
January 1985 - December 1995 were used for the model calibration and validation.  With 
respect to all objective functions used in this study, the model was able to adequately 
simulate the total and base flows.  Notwithstanding the precipitation variability, the 
integrated calibration and validation process indicated that the agreement between 
predicted and observed total stream flow and slow flow were quite good.  The model 
efficiency reached, measured by the EF between 0.73 and 0.71 for total and base flow in 
the period of study, the same order of magnitude as reported for model runs in regions f 
the U.S., Germany and Belgium (Srinivasan et al., 1998; Van Griensven, 2002; Michel et 
al., 2003; Van Liew and Garbrecht, 2003; Di Luzio and Arnold, 2004).  The results of the 
study demonstrate that the hydrodynamic component of SWAT can be applied 
successfully in flat and sandy soil environments on daily time scales. 
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 This study is a first-step in the development of a calibration/validation procedure, 
which not only uses total discharge as a variable in the calibration of the model 
parameters, but also observed and simulated base flow values agree, and the extreme 
quick and slow flows are not over or underestimated.  In the next phase of this research, 
the automatic calibration and validation for total and base flow will be pursued, as well as 
nitrogen and phosphorous variables   
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Abstract 
 
 Based on the availability of daily data, the physically based structure, and superior 
conceptual basis, the Soil and Water Assessment Tool (SWAT) hydrological model was 
selected to simulate the effect of land use alteration on surface runoff in the Kasilian 
Catchment located in northern Iran.  Ten years of daily data were used in this analysis.  The 
rainfall data were first divided into three periods, the set up, calibration (4 years), and 
validation (6 years) periods.  In the next stage, six scenarios, including both positive and 
negative environmental tendencies, were studied.  An optimization procedure was carried 
out by minimizing the sum of squared differences between the observed and calculated 
results. 
 The results showed that the model simulated the high flow runoff more satisfactorily 
than low flow conditions.  Furthermore, the study revealed that the model, with its 
corresponding optimum set of parameters, was able to predict runoff values which have 
similar properties to the recorded runoff.  The coefficient of determination between actual 
and simulated runoff was 0.69.  In addition, further analysis showed that the ABF, CN2, 
and REVAPC parameters were the most sensitive.  Finally, the effect of hydrological 
parameters on stream flow was evaluated.  In general, a better simulation for mean and 
maximum stream flow values may be obtained in the catchment under consideration.  
Increasing the values of stream flow runoff (monthly and annually) under the two land use 
scenarios, Cases 1 and 2, in comparison with the current land use shows that the future land 
use conditions could have negative effects and natural resources would be damaged.  On 
the contrary, the results of Case 4, describing conditions that occurred in the past with 
positive effects, show the model simulating the condition with less runoff.  In spite of the 
fact that Case 3 indicates  positive conditions and Case 6 shows negative conditions (Table 
2), the model could not simulate more reasonable runoff values.  The results also 
highlighted that the hydrological processes are simulated in agricultural areas and 
rangelands better than forested areas.  In conclusion, the SWAT model should be regarded 
as a promising model to simulate the hydrological processes in other similar Iranian 
catchments. 
 
Keywords: Hydrological parameters, Kasilian, Iran, Runoff, Simulation, SWAT model. 
 

 
Introduction 
 
 In order to establish a reasonable balance in the water cycle through appropriate land use 
management, a powerful hydrological model in collaboration with an effective database is 
fundamental.  The Soil and Water Assessment Tool (SWAT) is a model developed to 
simulate the effect of different land management scenarios on runoff, sediment yield, and 
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pollution in large complex watersheds with various soil types, land uses, and management 
conditions over long periods of time.  The model is a multipurpose simulation model for 
watershed management and is capable of simulating runoff discharge originating from any 
land use alteration.  The model simulated yearly mean runoff over a ten year period 
successfully in the Mississippi watershed at Good Win Creek with a correlation coefficient of 
76% (Bings et al., 1989).  The same correlation coefficient was obtained in another research 
study using the model to simulate daily sediment runoff in the Amameh Catchment in Iran 
(Gholami, 2000).  The SWAT model has been integrated with the ArcView Geographic 
Information System (GIS) software in order to facilitate development of model inputs and 
analysis of model output (Di Luzio and Neitsch, 1999).   
 This research was aimed at investigating the effects of land use alteration on various 
hydrological components.  The study area is composed of four types of land use classes, 
urban, cultivated, forests, and rangeland.  Runoff discharge in these areas can be different due 
to any alteration in land use.  This difference was investigated using the SWAT model 
following model calibration.  The study includes estimation of daily, monthly, and annual 
water discharge for northern watersheds in Iran, such as the Kasilian Catchment, influenced 
by given alteration in land uses and species types.  The hydrologic components used for 
calibration and validation include precipitation, temperature, potential evapotranspiration 
(PET), total water yield, and groundwater flow.   
 
 
Methodology 
 
 Physiographical data were determined from 1:50,000 scale topographic maps obtained 
from the country geographical organization using ILWIS and ArcView modules in a GIS 
environment.  The data includes a soil map, geology map, vegetation map, hydrographical 
network map, slope of the basin, slope tendency, and erosion maps.  Dynamic data, including 
rainfall, discharge, and sediment yield, have been obtained from hydrological recording 
stations in the catchment or in its bounded area.  Daily and monthly data were collected from 
the four hydrological stations located in the catchment.  A twenty year data duration period 
was selected to apply the model.  Therefore, a decision was made to provide all data within 
the same 20 years, and some data was corrected or completed accordingly.  As previously 
mentioned, the catchment under study consist of four land use areas, forest, rangeland, 
cultivated, and urban areas (Table 1).  All required data for the model in each land use area 
were collected through field measurements.  Once required field measurements were 
collected, they were linked to data obtained from the maps and other hydrological data.  
Calibration of the parameters, model validation, and sensitivity analyses were performed in 
the next steps, and the results were evaluated.  It should be noted that the sensitivity analyses 
were conducted using well-known sensitivity models, including the NS, TASAR, TSSR, and 
PBIS models. 
 In this study, three steps were conducted including calibration, validation, and alternative 
studies.  In alternative studies, some combinations of crop pattern management and land use 
were considered, and the alternatives were consequently defined.  Table 2 shows alternatives 
considered in this research as Case 0 (the current case) to Case 6.  The model was then 
employed to determine the hydrological processes and components and the values of stream 
flows were obtained and analyzed accordingly.  Land use management was studied in the two 
general prescribed manners; one with positive and the other with negative conditions.  Crop 
pattern management was investigated by changing the current crop, winter and summer 
wheat, to one of the other seven crop types, including soy beans, corn and sunflower, grain 
sorghum, barley oats, stripper and picker cotton, rice, potato and pea, only in the cultivated 



3rd International SWAT Conference 

 544

subbasins 3 and 4. 
 
 
Table 1. Landuse areas in the Kasilian Catchment subbasins. 

 
 
 
 
 
 
 

 
 
Table 2. Definition of alternative scenarios. 

  
 
 In calibration procedures for model parameters the best fitting method is used to obtain 
the minimum difference between the model results and the corresponding observed data.  In 
this stage, the best fit was achieved with an R2 = 0.69, PBIAS = 5.2, and NS = 0.72.  The 
validation test was also performed using other datasets not used in the calibration procedure 
with the results of R2 = 0.57, NS = 0.54, and PBIS = 3.4 between simulated and observed 
values.  As can be seen in Figure 1, a good fit was obtained between observed and the 
calibrated model results.  In the SWAT model, the results of simulated daily runoff for each 
subbasin as an output of the model are stored in two files with the extensions SBS and BSB.  
Another important output file of the model is the STD file, which includes daily, monthly, 
and annual runoff for all subbasins with some additional parameters such as sub-surface 
runoff, evapotranspiration, water, and sediment yield.  The management (MGT) program for 
cultivated scenarios was analyzed similar to Arnold et al. (1996) using codes in the MGT 
principle file including IGRO, NROT, NPTOT and HUSE. 
 

subbasin Land use Area(ha) Percentage 
1 Range-Rock 840 12.15 
2 Forest 1742 26.5 
3 Forest-Agricultural 3431 51.5 
4 Agricultural 665 9.85 
Total 6678 100 

Alternative Case0 Case1 Case2 Case3 Case4 Case5 Case6 

Description Current 
landuse 

Alteration 
of both 
the forest 
and 
rangeland 
to 
cultivated 
land 

Alteration 
of the 
rangeland 
only to 
cultivated 
land 

Alteration 
of the 
cultivated 
land to 
forest 

Alteration 
of the 
rangeland  
to forest 

Alteration 
of both 
the 
cultivated 
land and 
forest to 
rangeland 

Alteration 
of the 
forest 
only to 
rangeland 
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Figure 1. Model calibration: comparison between observed and corresponding 
simulated monthly runoff in the Kasilian Basin using the SWAT Model (Case 0). 
 
 
Results 
 
Land Use Management Studies 
 Once the CIO file, as a control file for SWAT, was completed, the model was run using 
various alterations in land use areas.  In each run, some file name components of the CIO 
principle file were altered and the model was then executed for each subbasin considering the 
desired changes in land use as in Table 2.  The hydrological results of the six alternatives, as 
previously mentioned, were then obtained.  The minimum, mean, and maximum runoff 
results for land use alteration cases are shown in Figure 2, by which a trend can be seen when 
compared with the results for the current land use case, Case 0.  Also, Figure 3 shows the 
simulated monthly runoff for the six cases under consideration in comparison with the current 
land use.    
 
Crop Pattern Management Studies 
 As previously mentioned, various scenarios for crop management were investigated.  The 
percent change in the hydrological and soil parameters for each crop management scenario 
are shown in Table 3. 
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Figure 2. Minimum, mean and maximum simulated runoff for each land use alteration 
in comparison with the current case (Case 0). 
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Figure 3. Comparison between simulated monthly runoff results from various landuse 
alterations and the current land use in the Kasilian Basin. 
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Figure 4. Output results for various hydrological parameters in the cases under 
consideration for land use alterations in the Kasilian Basin. 
 
 
 Crop Type 

Investigated 
Parameter 

Soya 
beans 

Corn 
Sunflower

Grain 
Sorghum

Barley 
oats 

Stripper 
Cotton 
Picker Cotton 

Rice Potato 
Pea 

Crop % -
10.96 -82.27 252.97 -4.91 -50.50 -3.64 -52.74 

Biomass % 2.19 51.01 63.99 0.46 -27.52 28.94 -32.01 
ET % -1.00 -5.18 -4.38 -0.20 0.40 -2.99 1.20 
Q sur % 2.20 10.36 13.33 1.19 0.00 9.52 -1.19 
Q lat % 1.24 3.05 2.86 0.00 0.00 1.90 18.57 
GRW shallow 
% 1.09 8.18 6.72 0.55 -1.02 4.82 -1.72 

Water Yield % 0.81 8.59 9.10 0.35 -2.38 5.31 -2.38 
Mean 
Predicted 
Monthly% 

0.91 8.42 7.94 0.00 -2.42 4.85 -2.42 

Table 3. Percent changes in hydrological and soil parameters for each crop 
management scenario. 
 
 
Discussion and Conclusions 
 
 In this study, the impact of land use and crop management were investigated using the 
SWAT model in the Kasillian Catchment in northern Iran.  The study first included a 
calibration procedure using observed monthly runoff, and the model result achieved a 
squared correlation coefficient of 0.69 (Figure 1).   
 The application of the model in the first step of the study showed that the model was 
capable of simulating the stream flow under various positive and negative scenarios of land 
use as given by Figures 2-4.  Figure 2 shows that, in general, better simulation for mean and 
maximum stream flow values may be obtained in the catchment under consideration.  
According to Figure 3, the values for stream flow in subbasins 1 (rangeland) and 4 (cultivated 
land) were better simulated than the forest subbasin. 
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 Some detailed information on hydrological characteristics for the various cases of land 
use, including annual and monthly runoff, evapotranspiration, and ground water flow were 
obtained and are shown in Figure 4.  Increasing the values of stream flow runoff (monthly 
and annual) under two land use scenarios, Cases 1 and 2, in comparison with the current land 
use showed that the future land use scenarios with negative conditions could occur and the 
natural resources would be damaged.  However, the results of Case 4, with a positive 
scenario, showed that the model simulated the condition with less runoff.  In spite of the fact 
that Case 3 indicated positive conditions and Case 6 showed negative conditions (Table 2), 
the model could not simulate more reasonable runoff values.  The results also highlight the 
fact that the hydrological processes are simulated in agricultural areas and rangelands better 
than forested areas. 
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Abstract 
 
 Water-salt balance (WSB) in watershed basin is an indication of the way of human 
activity utilization from soil and water resources in river basin.  Therefore the outcome of 
each type of unreasonable exploitation from natural resources in watershed basin can be 
investigated through water and salt regime in the main river.  Due to complexity of relation 
among the WSB components in watershed basin, especially in large scale, in this research 
was tried to offer an applied and simple model for these basins.  The imitating Water and salt 
balance offered in this research, is a combination of balance in two sections of the main river 
and basin lands.  The connecting factor in these two sections is: intake water from the main 
river to lands and return water from lands to the main river (a reciprocal relationship).  The 
land balance comprises calculations in three sections including land surface, aeration and 
saturation zones.  A compliment of these equations under IWSBM in frame of software is 
prepaid in order to use.  The mention package (IWSBM) was used for estimation of outflow 
and its salt content in Syrdarya River Basin.  The achieved results show that estimating and 
observational outflow are closed correlated (with coefficient R=0.99), relative error was 
around %7.7, estimating and observational salt content having a correlation coefficient 
R=0.84 and relative error was %13.3, which demonstrates a high precise of the model. 

 
 
Introduction 
 
 Agricultural activities affected nature of the earth and induce changing in natural 
parameters.  The produced alterations by anthropological activities especially agricultural 
activities could be studied through investigation of water-salt balance.  In general, in 
agricultural regions due to some related parameters such as land irrigation, natural land- 
balance is varied and has much differences with land where no any changing in its nature has. 
Study of water-salt balance (WSB) in detailed is so complicated.  Soil and water-input varies 
and in view of time scale has an extended range, from seconds to years.  Therefore, in some 
cases, for calculation of detailed balance in a region, some thirty factors should be consulted 
(Kharchenko, 1975) 
 In a large scale and extended areas, distribution of effective parameters in natural balance, 
in view of time and place, there are lots of problems.  Due to these problems the parameters 
should be used in average (Sadatinejad, 2001).  Therefore the first step in study of WSB in 
agricultural areas is: determination of the areas in where formation of balance parameters is 
the similar.  These regions are varied in view of surface area, ranging from a small plan to a 
country area. 
 Irrigation on agricultural lands induces water infiltration to soil and causes reservation of 
moisture in the soil whish is evaporated through capillary tubs, consumed by plants and joint 
to the under ground water.  On this basis the depth of soil could be divided in two zones 
comprising aeration and saturation zone.  With respect to the subject, for calculation of WSB 
in agricultural areas, it should be investigated in three sections: on the soil surface, aeration 
and saturated zones (Budagovsky, 1994 and 1998) 
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 Among the above-mentioned sections exchange of water is vertically carried out.  In 
watershed basins, the isolator territories in two later zones, on the contrary of lateral territory, 
are not permanently definite and affects by water table.  With respect to time scale, WSB has 
different time period such as daily, hourly, monthly, seasonal and yearly.  However, the 
period time depends to scope of the area.  For instance in large basins, time periods like 
month and year are used. 
 The equation for WSB is written as follows: 
 
  

OUTIN WW
T
W

−=
∂
∂       (1)                             

     
Where W is water volume storage in given area, Win is input water to the area, Wout  is 
outflow water from the area.Figure1schematic presentation from watershed basin and the 
WSB parameters.   
 On basis of the figure, watershed basins are divided in two zones comprising zone of 
formation flow , and consumption zone include plains and agricultural areas.  Therefore with 
respect to the figure, WSB is separated in two sections (1) WSB on lands and (2)WSB in 
main rivers.  In this study WSB in the two sections are separately investigated and our 
proposal model in these sections is IWSBM.  (Sadatinejad,2001) 
 The base for IWSBM is the protection and transportation law of water and salts.  This law 
could be written as integral and differential equations if the parameters are used as average, 
the equation can be changed into a simple form.  The simple form of the equation comprises 
the following parameters: (1) input water through precipitation and irrigating water to 
watershed basin surface, (2) inflow and outflow from ground water, (3) infiltration and 
evaporation, (4) saving of moisture into soil and ground water. 
So these equations complete so precise and application of them due to averaging is easier.  
That is why before using these models, the watershed basin have to separate in analogous 
peaces.  The only substantial relationship among the mentioned peaces is current of water and 
salt in the main river. 
 In this relation, in frame of an imitating model, IWSBM must be calculated in the 
following sections: (1) on lands(agriculture and non agriculture ) and (2), the main river in 
watershed basin. 
 The relationships between these two sections are:  water transported from the main river, 
irrigated on the agricultural land and then the current of salt and water return to the main river 
in different ways.  Regardless the both mentioned cases, in land section, water exchange 
among the active water exchange zones, comprises soil surface, aeration zone, and saturated 
zone must be considered.  In this model time period for WSB parameters is month.  The 
general equations for water balance in land section (agricultural and non-agricultural areas) of 
watershed are come as: (Glubash,1989) 
  
 Wi.l + Wl.in+Wiw.r + Wp = Wf.l + Wiva + Wout.l                                           (2) 

 
where Wi.l = initial water storage; Wl.in = lateral inflow; Wiw.r = intake water from river 
channel; Wp = precipitation; Wf.l = final water storage ( at the end of time period); Wiva = 
evaporation; Wout.t  = territory outflow.  Unit for the parameters in above equation is mm. 
With imposing amount of salts (Cj) to the above equation (2), equation for WSB is as 
follows: 
 
 Wi.lSi.l+Wl.inSl.in+Wiw.rSiw.r+Wpsp=Wef.lSf.l+WivaSiva+Wout.lSout.l              (3)        
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Inflow and outflow of water and salt in watershed basins is horizontally down but current of 
evaporation from watershed surface and infiltration to aeration and saturation zones is 
vertically carried out.  Therefore it seem instead of using general WSB equations in 
agricultural and non-agricultural lands , the modified equation is used for different soil layers 
(comprising soil surface, saturation and aeration zones).  These equations are as follows: 
  
Water balance equation of soil surface: 
 
 ∆Wl = Wp + Wwi+ Win.gr + Wl.in – Wiva – Wout.t                                                    (4) 
                                                                                 
 Water balance equation of aeration zone: 
 
 ∆Wae = Wp + Wwi + Wsu.ae – Wiva – Wae.su                                    (5) 
 
 Water balance equation of saturation zone: 
 
 ∆Wsu =  Win.su + Wl.in.res + Winf ch + Wae .su – Wsu.ae – Wout.su                (6) 
 
Where Wp = precipitation; Wwi = water intake for irrigation; Win.gr = inflow from ground 
water; Wl.in.res = residual of lateral inflow; Wiva = total evaporation; Wout.l  = outflow from 
agricultural and non-agri, lands to river channel; Wsu.ae = inflow from saturation to aeration 
zone; Wae.su = inflow from aeration zone to ground water (saturation zone); Winf.ch  = 
infiltration from irrigating channels; ∆Wl, ∆Wae, ∆Wsu = storage volume of water on soil 
surface, aeration and saturation zones which is calculated from the difference between initial 
storage and storage at the end of time period. 
 All of water balance parameters are expressed in mm per month or million cubic meters 
per month.  Salt balance is calculated as balance parameters by salt content (Cj) and is 
expressed as follows: 
 
Water-salt balance equation of soil surface 
   
 WpSp + Wwi Sr + Win.gr Sin.gr + Wl.in.res Sl.in – Wout.sSout.s + ∆WsSs= 0 (7) 
 
Water-salt balance equation of aeration zone  
 
 Wpsp + WwiSr + Wsu.ae Ssu – Wae.suSae + ∆WaeSae = 0 (8) 
 
Water-salt balance equation of saturation zone 
 
 Win.su Sinsu + Wl.in.res Sl.in + Winf.ch Swi + Wae.suSae – Wsu.aeSsu + ∆WsuSsu = 0 (9) 
 
Where Sp = salt content in precipitation; Sli = salt content in lateral inflow; Sr = salt content in 
main river; Sae = salt content in aeration zone; Ssu = salt content in saturation zone; Swi = salt 
content in irrigating water. 
 Measurement of salt unit is expressed in g/l.  In order to evaluation of agricultural activity 
effects on water resources in watershed basin, alteration in outflow and it’s salt rate in the 
basin must be considered.  It is necessary to mention these changes rises from expansion of 
agricultural land in the basin and their balances are respected in the above mentioned 
equations.  Therefore in the second section the effects of WSB are investigated.  The 
dominant equations in the second section of WSB are expressed as: 
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Water balance equation of main river channel 
  
 Win.r – Wwi.r + Wout.t + ∆Wr.ch = Wout.r                       (10) 
 
Water-salt balance equation of main river channel 
 
 Win.rSin.r – WwiSr + Wout.t Sout.t + ∆WrSr = Wout.r Sout.r  (11) 
 
Where Win.r and Sin.r = river channel inflow and it's salt content; Wout.r and Sout.r = river 
channel outflow and it's salt content; Wout.l Sout.l = return flow from lands to the river channel 
and it's salt content; Wwi.rSr = water intake from river channel and it's salt content; ∆Wr.chSr = 
water storage in river channel and it's salt content. 
 Among the parameters effective in WSB, both parameters, precipitation and evaporation, 
are more independent and variable and the other parameters are estimated with respect to 
these two parameters (Ismaylov,1996). 
 
 
Methodology 
 
 Content of reserved moisture in aeration zone and alterations in water table are 
determined on inflow and outflow of moisture basis in saturation and aeration zones.  If 
content of inflow induce to increase in soil moisture ( higher than field capacity) water table 
increases (-∆Hwt (1)) and due to moisture exchange from saturation to aeration zones, water 
table gets down (+∆Hwt (2)).  Some other parameters such as drainage and outflow from 
underground result in decrease water table (∆Hwt (3)).  General changing in water table is 
equal to algebraic amount of –∆Hwt (1), +∆Hwt (2) and+∆Hwt (3).  In aeration zone, due to output 
and input of water, moisture store alters from minimum to maximum rate.  These two rates 
(at least and up most moisture) are explained by  field capacity (Fc) and permanent wilting 
point (PwP).    
 Difference between FC and PwP shows the water holding capacity in soil (WHC). 
 
 WHC = (Fc-PwP) × D  (12) 
 
 WHC = (wae.i – PwP) × D        if      ( Wae.i<FC) (13) 
 
Where D = soil layer depth. 
 In general, the amount of entering water from aeration zone to saturation zone which 
induces an increasing to water table is equal to: 
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Where  Ht.i.n.ae = total input water to aeration zone; hwi = content of irrigating water; hfc = 
content of water in field capacity condition; hpwp = content of water in permanent wilting 
point condition. 
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 In saturated zone, inflow from ground water(hin.gr) and infiltration from irrigating 
channels (hinf.ch) cause increase of water table in this zone.  Total input to this zone (ht.in.ag) is: 
 
 ht.in.su =  hae.su + hin.su + hinf.ch  (15) 
 
and the amount of increase in water table is: 
 
  ∆h (1) = (hae.su + hin.gr + hinf.ch) / µ (16) 
 
Where µ is specific yield. 
 In order to determination of aeration zone enrichment through saturation zone, the 
Averianov empirical formula is used (Averianov, 1956). 
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Where Hwt.cr = the maximum depth in which direct evaporation from ground water is carried 
out; n = a coefficient dependent to type of soil which varies from 1 to 3; hiva.  0 = potential 
evaporation. 
 Through input of under saturated zone to aeration zone, water table (Hwt) declines. 
 
 ∆h(2) = Hsu.ae / µ  (18) 
 
 HWt (2) = Hwt (1) + ∆H (2)    (19) 
 
After the mentioned moisture exchange, amount of moisture in aeration zone alters from 
initial condition (hae.i) to final condition (hae.f). 
 
 hae.f = hae.i + hp + hwi + hsu.ae – hiva-hae.su (20) 
 
Outflow of saturation zone through drainage in agricultural lands, and by pumping through 
wells increase water table.  The following formula expresses the relation between outflow 
from underground water and water table. 
 
 Hout.su = f (Hwt (2))       (21) 
 
Final alteration in water table can be written as: 
 
  Hwt.f = Hwt(2) + (hout.su)/µ  (22) 
 
Regard salt balance, content of salts exist in saturation zone charges through aeration zone or 
inflow to this zone and salts in aeration zone are transferred from rainfall and irrigating water.  
The following mathematical relation expresses the content of input salts from aeration zone 
to saturated zone. 
  

                        (23)
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Where hae.i-1 and Sae.i-1 are initial moisture in aeration zone and content of salts in initial 
condition (g/lit); Sp.i and Swi are content of salts in precipitation and salts exist in irrigating 
water (g/lit).   
 After infiltration of water to saturated zone salt content in this zone is as below: 
  

 
                                       (24) 
 

 
Where Hmax = maximum drop off in water table (in the area under study); µ(Hmax-hwt.i-1) = 
water volume that participate  in water exchange process and Ssu = content of salt in 
saturation zone.    
 Content of salt exist in aeration zone at end of water transfer process is expressed as 
below: 
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 Sum equations from (4) to (25) allow determining WSBM components in a watershed 
basin.  Integration of all the above mentioned equations in a frame of calculating chart makes 
an algorithm by which the theoretical conditions in a watershed basin are changed to real 
conditions which it make the base of IWSBM.  On algorithm basis WSBM, parameters WSB 
are calculated in lands and, main river.  The inputs IWSBM model are: soil specifications in 
moisture exchange zone such FC, PWP and critical depth in water table, specifications of 
technical irrigating system such as delivery and application efficiencies (Ed,Ea), content of 
initial moisture in land surface, aeration zone and water table at the beginning of study (first 
month of first year) (Sadatinejad,2001). 
 The other input parameters are: precipitation (hp.i), evaporation from land surface (hiva.i), 
lateral inflow (hlw.i)’, input ground water inflow (hin.gr.i), main river inflow (hin.r) and water 
intake for irrigation (hwl.ag).  Unit for all the abovementioned parameters is mm/month. 
In computing processes of IWSBM the below parameters are continuously calculated: Loss 
of water from irrigating channels (hinf.i), rising water table due to water infiltration through 
irrigating channels (∆Hwt(1)i), accumulation of moisture in aeration zone due to water table 
rising (hae(1)i), input moisture through infiltration of precipitation and infiltration through 
irrigating channels, water table alterations (∆Hwt), amount of moisture in aeration zone after 
evaporation from this zone(hgr.ai.i), evaporation from under ground water, outflow from 
ground water to main river (hout.gr.i), water table at the  end of calculation time (ht.wt.f.i), 
moisture content in aeration zone at the end of calculation (hae.e.i), outflow from surface and 
under ground  lands to main river (hout.l.i) and outflow at basin outlet (hout.r.).  By this method 
calculation of water balance in sections of basin (lands and river) in first month and first year 
are calculated and it is repeated for the coming years. 
 For calculation of salt balance the input data are: Content of precipitation salts, content of 
irrigating salts, content of salts in underground flow and main river at entrance section, 
content of salts in aeration zone at beginning of calculations (Sae.i) and initial salts content in 
saturation zone (Ssu.i.i).  WSBM output data are: salt content in saturation zone due to salt 
input from lateral tributary stream (∆Ssu(1)), salt content in saturation zone after infiltration of 
water through irrigating channels and precipitation(∆Ssu(2)), content of salt in saturated zone 
after inflow from aeration zone(∆Ssu(3)), salt content in aeration zone after inflow from 
underground zone(Sai(1))h, salt content of outflow from underground water to main river 
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(Sout.gr.i), salt content of outflow from surface and under ground  lands to main river (Sout.l.i ) 
and salt content of outflow at basin outlet (Sout.r).Like the method mentioned for water 
balance, after calculations for first month, it repeated for the other months and years. 
Algorithm Model of Water and Salt Balance has been prepared as a package (IWSBM) to use 
in PC computers.  Input data as a constant and balance parameters in from tables are given to 
the model.  Out put of the models are Tables and graphs for WSB parameters.   
 
The Model Verification 
 For verification in IWSBM model, Syrdarya watershed basin (in Uzbekistan) was chosen 
that has an area around 24150 square kilometers.  Eighteen-years hydrometeorological data 
(1968-1986) used for verification of the model.  The drainage information used in the model 
comprise water table at the end of each month from 1968-1981. 
 For calculation of WSB in the Syrdarya watershed basin, content of salt (g L-1 month-1) in 
main river and precipitation, underground water, and Lateral tributary stream were 
considered and given to the model.  Invariable input data used in the model (IWSBM) in 
Syrdarya Basin are shown in Table 1. 
 For verification of model, estimated data was evaluated with observational data using the 
below criteria: 
1- Correlation coefficient (rmo) between estimating and observational water-salt balance 
components. 
2- relative error 
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Where σm = standard deviation of estimating data; σo = standard deviation of observation 
data; Xim = estimating parameters in a given month; mχ = mean of estimating parameters; Xi0 
= observed parameter in a given month; oχ  = mean of observed parameter in a given month. 

3- Relative error in calculated parameters 
100×=

io

imA
χ
χ

                                 (27) 
 
The model can be verified and eventually used in watershed basins, if the following 
conditions are met in the criteria: │rmo1≥0.8│, │1- 1- (σ m / σ 0) │≤0.30, A≤10-20% 
(Ismaylov,1995). 
 On above criteria basis observational and estimating parameters are evaluated.  In this 
study, the outflow from Syrdarya River on Forghana Valley and its content of salts are tested 
by the model. 
 Table 2 shows predicting and observational outflow and it’s salt content in Syrdarya river.  
With respect to the results from these results, good agreement between predicting and 

observational data exists (for outflow: rmo = 0.99> 0.80,  
030211 〈=−

o

m

σ
σ

, A=7.7% and for 

Salt rmo = 0.84>0.8, 
3.062.01 〉=−

o

m

σ
σ

, A= +13.8%). 
 Figure2 shows the agreement between estimated and observed outflow from Syrdarya 
River.   It is necessary to mention in some special years amount of error reach to 20-40%.  
For conformity of estimated underground water data at the end of each month and it’s 
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comparison with observational data, a good relation was observed.  Correlation coefficient 
(rmo=0.929) shows a strong conformity between estimating and observational data. 
 
 
Conclusions 
 
 Table 2 shows that IWSBM for estimation of the balance in watershed basin is précised.  
Although this model is not highly precise for estimation of salt.  Nonetheless, imitating model 
can be used to investigate the effect of agricultural activities on content of salts in river flow. 
Verification results show that, in addition of convenience the use of the IWSBM, it has 
enough efficiency to estimate of outflow and water table.  By this model and using 
hydrometeorological and irrigating data (are accessible in watershed basin), a suitable 
estimation could be available for WSB basin and this subject is important for estimation of 
anthropological activities in water and soil resources in watershed basin. 
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 Figure 1.  Schematic presentation of river basin.   
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Figure 2.  Conformity of outflow in  Syrdarya River in both calculation and 
observational status Wout.r – observation data, Wout.r*-  predicting data. 
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Table 1.  Inputs data used in IWSBM model in Syrdarya basin. 
 
hwt 
(mm) 
  

 
Hae.i 
(mm) 
 

 
Sae.i   
(g /lit) 

 
Sgr.i 
(g/lit) 
 

 
Fc  

 
PWP 
 

 
Hwt.(mm)
 

 
µ 
 
 

 
Ed 

 
Eat 

109 541 1  
1.25 
 

0.69 0.34  
300 
 

0.17  
0.69 
 

0.8 

           
         

Table2.  Comparison between estimating data and observed data.       
Year Syrdarya River outflow Salt content of Syrdarya River 

outflow 
Water table in end of year 

 Observation 
data 

Predicting 
data 

А% Observation 
data 

Predicting 
data 

А% Observation 
data 

Predicting 
data 

А% 

1968/69 820 896 +9,3 - 0,88  153 169 +10,4 
1969/70 1383 1488 +10,8 - 0,84  164 170 +3,6 
1970/71 917 975 +10,6 - 0,87  175 180 +2,8 
1971/72 707 756 +6,9 1,04 1,00 -3,8 178 183 +2,8 
1972/73 695 708 +1,9 1,20 1,02 -15,0 176 181 +2,8 
1973/74 807 862 +6,8 1,03 0,92 -10,7 189 186 -2,6 
1974/75 290 346 +19,3 1,24 1,20 -3,2 194 200 +3,1 
1975/76 288 334 +16,0 1,28 1,31 +2,3 199 205 +3,0 
1976/77 572 490 -4,3 1,45 1,36 -6,2 201 196 -2,5 
1977/78 441 486 +10,2 1,58 1,35 -14,6 188 197 +4,8 
1978/79 460 420 -8,7 1,34 1,61 +20,1 192 192 0 
1979/80 570 638 +11,9 1,24 1,39 +7,8 188 188 0 
1980/81 462 528 +14,3 1,73 1,70 -1,7 184 184 0 
1981/82 656 689 +5,0 1,60 1,66 +3,8 - - - 
1982/83 589 649 +10,2 1,59 1,88 +18,2 - - - 
1983/84 440 565 +28,4 1,91 2,41 +26,2 - - - 
1984/85 524 597 +13,9 1,87 2,67 +42,8 - - - 
1985/86 470 561 +19,4 3,17 3,92 +23,6 - - - 
Среднее 613 666 +8,6 1,46 1,64 +12,3 183 187 +2,2 
σ 259 272  0,30 0,71  14 11  
Сv 0,42 0,41  0,21 0,44  0,08 0,06  
rmo  0,990   0,906   0,926  

o

м

σ
σ

−1
 

 0,05   1,36   ,22  
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Abstract 
 
 In response to the Clean Water Act, in the early 1970s, the Agricultural Research Service 
(ARS) branch of United States Department of Agriculture (USDA) initiated the development of 
several processed-based nonpoint source models.  These models are used to assess and evaluate 
various BMPs (best management practices) at field (using the Agricultural Policy/Environmental 
eXtender, APEX) and watershed (using the Soil Water Assessment Tool, SWAT) levels.  
However, these models are capable of simulating a limited number of scenarios individually.  
For example, APEX is capable of simulating scenarios such as multi-cropping, filter strips, and 
farm-level animal production systems, which are difficult to simulate in SWAT.  Therefore, in 
this study the SWAPP (SWAT/APEX Programs) program was developed to facilitate the 
simultaneous use of these two models.  The SWAT (version 2000) and APEX (version 2110) 
models were applied using the SWAPP program to the upper North Bosque River (UNBR) 
watershed located in central Texas.  Flow and loadings (sediment and nutrients) from various 
land uses, such as cropland and pasture, are simulated by APEX and then routed by SWAT 
within the SWAPP program.  SWAT alone (SWAT-A) and combined SWAT and APEX models 
within the SWAPP program were calibrated and verified against historical monitoring data 
collected within UNBR watershed.  The UNBR watershed was simulated from 1988 through 
1999.  Model output was calibrated for flow, sediment, and nutrients measured at the outlet of 
UNBR watershed for the period of January 1994 through June 1995 and verified for the period of 
July 1995 to July 1999.  The results of this study show that output from SWAT-A and SWAPP 
are similar and close to measured values, which indicates that the simulated field conditions by 
APEX can be routed by SWAT at the watershed level using the SWAPP program.   
 
 
Introduction 
 
 In response to the Clean Water Act, in the early 1970s, the Agricultural Research Service 
(ARS) branch of United States Department of Agriculture (USDA) initiated the development of 
several processed-based nonpoint source (NPS) models.  Knisel (1980) developed the field scale 
CREAMS (Chemical, Runoff, and Erosion from Agricultural Management Systems) model to 
simulate the impact of land management on water, sediment, nutrients, and pesticides leaving the 
edges of fields.  The EPIC (Erosion-Productivity Impact Calculator) model was initially 
developed (Williams, 1990) to simulate the impact of erosion on crop productivity, but has 
evolved into a comprehensive agricultural management, field scale, nonpoint source loading 
model.  The APEX (Agricultural Policy/Environmental eXtender) model was developed for use 
in entire farm/small watershed management (Williams et al., 2000).  The individual field 
simulation component of APEX is taken from the EPIC model.  Continuous time watershed 
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models such as SWRRB (Simulator for Water Resources for Rural Basins) (Williams, 1990 and 
Arnold et al., 1990) were developed to simulate NPS pollution from watersheds.  However, these 
models lack sufficient spatial detail.  Therefore, SWAT (Soil Water Assessment Tool, Arnold et 
al., 1998) was developed to simulate stream flow in much larger basins, allowing for the division 
of a basin into hundreds or thousands of grid cells or subwatersheds.  This model is a continuous 
time model that operates on a daily time-step.  The SWAT model was developed to evaluate 
management effects on water quality, sediment, and agricultural chemical yield in large 
ungauged basins.  SWAT is based on a command structure for routing runoff and chemicals 
through a watershed.  These commands allow the user to route and input measured data (e.g. 
weather) and point source pollution loadings.  The major components of SWAT include 
hydrology, weather, sedimentation, soil temperature, crop growth, nutrients, pesticides, and 
agricultural management. 
 The hydrology component of SWAT includes surface runoff, percolation, lateral subsurface 
flow, groundwater flow, evapotranspiration, and transmission loss subroutines.  The minimum 
weather inputs required by SWAT are maximum and minimum air temperature and precipitation.   
Sediment yield is estimated by the Modified Universal Soil Loss Equation, MUSLE (Williams, 
1975).  Daily average soil temperature is simulated using the maximum and minimum annual air 
temperatures, surface temperature, and damping depth.  SWAT is also able to accept output data 
from other simulation models such as APEX.    
 APEX is a field-scale model designed to simulate edge-of-field nutrient concentration, runoff 
volume, and nutrient loadings from specific field management practices on a daily time-step for 
multiple fields within one simulation.  APEX simulates weather, hydrology, soil temperature, 
erosion-sedimentation, nutrient cycling, tillage, dairy management practices, crop management 
and growth, pesticide and nutrient fate and transport, as well as costs and returns of the various 
management practices.  APEX is applicable to a wide range of soils, climates, and cropping 
systems. 
 The advantages of using APEX at the field level within the SWAT program are: 1) APEX 
can provide predicted values at a more precise level than SWAT; 2) simultaneous double 
cropping simulation within SWAT is not possible at this time, while APEX is capable of this 
function; 3) scenarios such as “filter strips” are simulated within SWAT by adjusting the 
coefficients based on the literature, while within APEX filter strips are simulated based on 
physically-based functions; and 4) APEX is capable of simulating conditions in more detail, such 
as animal productions and economic impacts of BMPs (best management practices), and wind 
erosion, which is not possible with SWAT program.  The strengths of SWAT are: 1) the 
capability of generating the required databases through the AVSWAT interface (Di Luzio et al., 
2002); 2) the routing function, which allows the user to simulate various land uses and route 
outputs to the outlet of the watershed; and 3) the capability of accepting input from other models, 
such as APEX, and point sources, such as wastewater treatment plants.   
 Saleh et al. (2000), Osei et al. (2000), and Gassman et al. (2001) are among those who have 
taken advantage of the capabilities of the SWAT and APEX models.  In these studies an 
environmental baseline and BMPs at the field level were simulated in APEX and the results and 
remaining land uses within a watershed were then routed to the SWAT model.  This arrangement 
provided the opportunity to simulate scenarios, such as filter strips, at the field level using 
APEX, which is not possible in SWAT.  Due to the manual transformation of files from SWAT 
to APEX, however, the simulation process was often tedious and subject to a number of 
assumptions that could have affected simulation results.  Hence, there was a need to establish a 
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direct link between SWAT and APEX where the simulation process is automated and results are 
less subject to errors.  Recently, Williams et al. (2003) provided a program to convert SWAT 
files to APEX format for simulations.  However, many parts of this program are still performed 
manually and a direct linkage of these two models is missing.  Also, the program has not been 
verified by any measured data.  Therefore, this study was conducted to: 1) develop an automated 
program to facilitate the simultaneous use of SWAT and APEX; and 2) test this program using 
the measured data from the upper North Bosque River (UNBR) watershed in central Texas. 
 
 
Methodology 
 
SWAPP Program Description 
 The SWAPP process starts with data files created by the AVSWAT program.  The SWAPP 
process occurs in four major phases: 

• Phase 1. By using the SWAT-APEX subprogram of SWAPP, all of the required APEX 
data files for selected land uses are transferred to proper (APEX) format.  These files 
include management, soil, subfile, weather, and general databases including crop.dat, 
fert.dat, parm.dat, and till.dat data files.  Also, the original areas simulated by SWAT are 
reduced to account for the land use areas simulated by APEX.    

• Phase 2. During this phase the selected land uses that will be simulated by APEX and 
SWAT input files (.SWT) are produced.   

• Phase 3. In this phase the output files (.SWT) from APEX are accumulated at the 
subbasin level using the APEX-SWAT subprogram of SWAPP.  The results obtained 
from this process are input into SWAT as point sources at the subwatershed level. 

• Phase 4. During the last phase, the SWAT program, which includes the output files from 
APEX, is operated.  The results of simultaneous SWAT and APEX simulations are 
presented in the SWAT *.RCH file.     

 
Watershed Description 
 The UNBR watershed is defined as the contributing drainage area above sampling site 
BO070 located on the North Bosque River at Hico, Texas.  The UNBR watershed is 98% rural, 
with the primary land uses being rangeland (43%), forage fields (23%), and dairy waste 
application fields (7%) (McFarland and Hauck, 1999).  Dairy production is the dominant 
agricultural activity; other important agricultural enterprises include range-fed cattle, pecan, 
peach, and forage hay production (peanut production has been phased out over the last decade).  
The watershed lies primarily in two major land resource areas, the West Cross Timbers and 
Grand Prairie.  The soils in the West Cross Timbers are dominated by fine sandy loam with 
sandy clay subsoil, while calcareous clays and clay loam are the predominant soil types in the 
Grand Prairie (Ward et al., 1992).  The elevation in the watershed ranges from 305 to 496 
meters.   
 The City of Stephenville (population 16,000) and portions of the smaller cities of Dublin and 
Hico are located within the UNBR watershed.  The Stephenville wastewater treatment plant 
(SWTP), with an average discharge of 6,380 m3 per day during the simulation period, is the only 
point source permitted to discharge in the watershed. 
 The average annual precipitation in the area is approximately 750 mm and the average daily 
temperature ranges from 6oC in winter to 28oC in summer (McFarland and Hauck, 1999).   
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Winter and fall rainfall is induced by continental polar fronts, which produce low-intensity, long-
duration storms.  In the spring and summer, the majority of rainfall events are squall line 
thunderstorms, which produce high-intensity, short-duration storms that can result in flooding in 
smaller watersheds. 
 A consistent period of monitoring from October 1993 through December 2000 was available 
for the BO070 stream site for use in model calibration and verification.  The BO070 sampling 
site was instrumented with an automated sampler to monitor storm events.  Monthly and 
biweekly grab sampling was also conducted to represent base flow water quality characteristics.   
Routine chemical analyses of water samples using USEPA approved analytical methods included 
total suspended solids (TSS), total Kjeldahl-N (TKN), ammonia-nitrogen (NH3- N), nitrate-
nitrogen (NO3-N) plus nitrite-nitrogen (NO2-N), total-P, and soluble reactive phosphorous (PO4-
P) (USEPA, 1983).  Particulate-P was estimated by subtraction of PO4-P from total-P and 
organic-N was determined by subtraction of NH3-N from TKN.  Herein, total-N is defined as the 
sum of TKN, NO3-N, NO2-N, and NH4-N.  Water levels monitored at each stream site at five-
minute intervals were combined with site-specific stage-discharge curves to develop a history of 
flow.  Flow information and water quality data were then combined using a midpoint rectangular 
integration method to calculate nutrient and TSS loadings at each site.  Specifics of the 
monitoring program and loading calculations are presented in McFarland and Hauck (1999). 
 
SWAT and APEX Models Data Input Descriptions 
 Topographic, land use and cover, and soil data required by SWAT and APEX for this study 
were generated from GIS maps using AVSWAT.  Topographic data were obtained from an 
existing 1:24,000 scale United States Geological Survey (USGS) DEM and digitized USGS 7-
1/2 minute quadrangle maps.  A subwatershed map required for SWAT and APEX was then 
generated from the topographic data with consideration of current locations of sampling sites.   
Based on this procedure, the UNBR watershed was divided into 41 subwatersheds.   
The land use categories in the watershed were developed from the classifications of Landsat 
Thematic Mapper images created from an overflight taken on August 28, 1992.  Ground truthing 
was performed to assist in the imagery classification and to verify the final results.  The 
minimum mapping unit for land use characterization was about 0.1 hectare.  Land use categories 
included in the final land use map were rangeland, forage fields (Coastal Bermuda grass and 
some double-cropped wheat and Sudan grass), woodland (trees and heavy brush), orchards and 
groves, peanuts, urban, and water.  The size and location of animal waste application fields were 
obtained from the Texas Commission on Environmental Quality (TCEQ) dairy permits and 
available waste management plans. 
 Soils data used for this study were determined using a digital soil map of the UNBR 
watershed developed by the USDA-NRCS (1972).  The major soil series in the watershed are the 
hydrologic group C Windthorst series (fine, mixed, thermic Udic Paleustalfs), the hydrologic 
group D Purves series (clayey, montmorillonitic, thermic Lithic Calciustolls), and the hydrologic 
group B Duffau series (fine-loamy, siliceous, thermic Udic Paleustalfs).   
 Daily rainfall data obtained from 14 gauges (including several National Weather Service and 
study associated sites, located throughout the watershed) were processed into the proper format 
for the simulation period.  A similar procedure was used to convert daily temperature data 
available from the National Weather Service sites into the required SWAT and APEX input data 
files. 
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NO3-N, NO2-N, NH4-N, NH3-N, organic-N, particulate-P, and PO4-P are common forms of 
nutrients simulated by SWAT and APEX.  Based on surveys of local farmers the dairy waste 
application fields (WAF) were simulated in SWAT and APEX as receiving four applications of 
manure totaling an average annual rate of 35.8 t/ha.  The nutrient content of manure included 
NO3-N (0.17%), organic-N (2.18%), particulate-P (0.38%), and PO4-P (0.66%).  Other improved 
pasture fields, based on standard farming practice in the UNBR watershed, were assumed to 
receive four applications of N and P fertilizer at an annual rate of 336 and 49 kg/ha, respectively.   
 The measured daily loading of NO3-N+NO2-N, organic-N, PO4-P, TSS, and flow from the 
SWTP were added as a point source to both models.  The input data regarding the SWTP were 
determined from average daily discharge information reported by the treatment plant and 
biweekly and monthly water quality samples collected and analyzed by the Texas Institute for 
Applied Environmental Research. 
 The basic data files for APEX simulation, including subarea, management, weather, soil, 
control, and other required data were created through the SWAPP program.  Manure and 
commercial N and P were applied in APEX at the same rate as those in SWAT to the surface and 
upper soil layers. 
 
Model Simulations 
 The SWAT stand alone (SWAT-A) and combined SWAT and APEX within the SWAPP 
program were calibrated and validated using daily and monthly measured data from the UNBR 
watershed from January 1994 to July 1999 in two stages:  
 
Stage 1 – SWAT-A Simulation for the UNBR Watershed 
The flow, sediment and nutrient (NO3-N, NO2-N, organic-N, particulate-P, and PO4-P) loading 
were simulated by SWAT-A for the UNBR watershed during the period of 1988 to 1999.  The 
measured flow and loading data at the outlet of the UNBR watershed (site BO070) during 
January 1994 through June 1995 were used for calibration and from July 1995 through July 1999 
were used for validation. 
 
Stage 2 – SWAPP Simulation for the UNBR Watershed  
The APEX and SWAT models within the SWAPP program were calibrated and validated for the 
same period as SWAT-A.  The APEX output from simulation of selected land uses, including 
pasture and agricultural lands, were input as a point source into SWAT using the automated 
functions of the SWAPP program.   
 
Measure of Model Performance 
 The predicted and measured values were compared using standard deviation and the Nash 
and Sutcliffe (1970) model efficiency (E).  A value of E = 1.0 indicates a perfect prediction, 
while negative values indicate that the predictions are less reliable than if one had used the 
sample mean instead.  In addition, the mean error (ME) was used.  The ME measures bias where, 
the negative or positive ME indicate the under or over-prediction of simulated values, 
respectively.   
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Results and Discussions 
 
 Due to continuation of this research, the results presented here are limited to site BO070 
(outlet of the watershed).  The final report will include the results from other sites within this 
watershed. 
 
Flow 
 The variation in average annual precipitation during the simulation period ranged from 600 
mm in 1999 to 1200 mm in 1997, indicating the test of SWAT-A and SWAPP under different 
moisture regimes.  Table 1 shows measured and simulated average, standard deviation, and ME 
of monthly daily-flow during the calibration (January 1994 through June 1995) and validation 
(July 1995 through July 1999) periods.   
 
Table 1.  SWAT-A and SWAPP mean, standard deviation (SD), and mean error (ME) of 
monthly daily flow, TSS, and nutrient loading at the outlet of UNBR watershed (BO070) 
during (a) calibration and (b) validation periods. 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Calibration Period Measured SWAT-A SWAPP
(01/94 - 06/95) Mean SD Mean SD ME Mean SD ME

Flow (M 3/s) 3.9 4.7 4.2 5.0 0.3 4.2 5.1 0.3

Sediment (t) 4323.4 7841.4 4324.3 5403.4 0.8 3010.6 3615.8 -1312.8

NO3-N + NO 2-N (kg) 8162.6 8568.2 6907.6 7136.9 -1255.0 7579.3 9367.2 -583.3

PO4-P (kg) 2048.2 3614.0 2406.2 3811.9 358.0 1950.6 3000.3 -97.6

Organic-N (kg) 17926.2 25394.0 17887.1 23838.8 -39.1 17523.0 21167.1 -403.2

Particulate-P (kg) 3543.3 4523.6 2186.4 3359.3 -1356.8 2544.3 3392.4 -999.0

Total-N (kg) 26088.8 33373.3 24794.7 30608.9 -1294.1 25102.3 30403.4 -986.5

Total-P (kg) 5591.5 7787.8 4592.7 7158.0 -998.8 4494.9 6302.4 -1096.6

a) 

Validation Period Measured SWAT-A SWAPP
(07/95 - 7/99) Mean SD Mean SD ME Mean SD ME

Flow (M3/s) 4.1 5.4 3.9 5.4 -0.2 3.9 5.5 -0.2

Sediment (t) 3735.3 9245.6 3737.3 5300.2 2.0 2730.1 3865.2 -1005.2

NO3-N + NO2-N (kg) 6924.7 10024.9 6535.6 9188.5 -389.0 7145.6 10472.7 220.9

PO4-P (kg) 2631.3 3861.4 3151.3 6195.9 520.0 1936.1 3791.2 -695.2

Organic-N (kg) 17298.9 29548.9 19714.0 33818.4 2415.1 15774.7 26995.1 -1524.2

Particulate-P (kg) 3241.0 5891.6 2851.9 5764.6 -389.2 2662.1 4761.6 -578.9

Total-N (kg) 24223.6 38921.3 26249.6 42845.8 2026.0 22920.3 36628.4 -1303.2

Total-P (kg) 5872.4 9530.8 6003.2 11927.9 130.8 4598.2 8501.9 -1274.1

b) 
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 The average monthly daily-flow at the outlet of the UNBR watershed (BO070) simulated by 
SWAT-A (4.2 m3/s, ME = 0.3 and 3.9 m3/s, ME = -0.2 during the calibration and validation 
periods, respectively) and SWAPP (4.2 m3/s, ME = 0.3 and 3.9 m3/s, ME = -0.2 during the 
calibration and validation periods, respectively) are close to measured values (3.9 m3/s and 4.1 
m3/s during the calibration and validation periods, respectively) (Table 1).  Also, the trends in 
measured and predicted average monthly daily-flow by SWAPP at site BO070 are almost the 
same (E = 0.75 for SWAPP as compared to 0.72 for SWAT-A) as that of SWAT-A during the 
simulation period.   
 Predicted and measured TSS loading in the UNBR watershed indicates a significant TSS 
transport from the watershed (Table 1), as expected, since a major portion of the watershed is 
covered by erosive soils that are susceptible to significant erosion from stream banks.  The 
average monthly TSS loading at site BO070 simulated by SWAT-A (4324.3 t, ME = 0.8 and 
3737.3 t, ME = 2.0 during the calibration and validation periods, respectively) and SWAPP 
(3010.6 t, ME = -1312.8 and 2730.1 t, ME = -1005.2 during the calibration and validation 
periods, respectively) are close to measured values during the calibration and validation periods.  
The better prediction of SWAT-A is also reflected in higher E values obtained from SWAT-A (E 
= 0.64) than SWAPP (E = 0.49), indicating a better prediction of temporal variation of monthly 
TSS by SWAT-A during the simulation period (Figure 1).  The lower model efficiencies for 
SWAPP are due to the under prediction of TSS during May 1994, September 1995, and March 
1997.  However, it is expected that the current calibration efforts will result in better TSS 
predictions by SWAPP.   
 

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

0.90

1.00

M
od

el
 E

ffi
ci

en
y,

 E

SWAPP 0.75 0.50 0.69 0.76 0.88 0.70 0.87 0.77
SWAT-A 0.72 0.64 0.71 0.49 0.79 0.70 0.81 0.72

Flow TSS   Organic-N Particulate-
P Total-N Total-PNO3-N + 

NO2-N
PO4

 
Figure 1. Model efficiency (E) of SWAT-A and SWAPP methods for monthly daily-flow, 
TSS, and sediment (TSS). 
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Nutrients 
 As was expected, the average monthly simulated NO3-N+NO2-N, organic-N, PO4-P, and 
particulate P loading by SWAT-A and SWAPP at BO070 are close to measured values during 
both the calibration and validation periods (Table 1).  However, the model efficiencies of 
SWAPP in predicting monthly nutrient loading are similar (NO3-N+NO2-N and particulate P) or 
higher (PO4-P and organic-N) than those predicted by SWAT-A (Figure 1) at the outlet of the 
watershed.   
 To overcome the differences associated with different forms of N between laboratory 
analytical procedures and those described by equations within the models, the sum of simulated 
monthly NO3-N+NO2-N and organic-N (total-N) and PO4-P and particulate P were compared to 
the measured values.  Table 1 shows a closer average and trend in total-N and total-P from the 
two models to measured values than the individual nutrient form comparisons.  The efficiencies 
of both models also improved for total-N as compared to the individual nutrient forms.  The 
better E values by SWAPP during the simulation period are due to the more refined calibration 
process at the field level by using APEX. 
 
 
Summary and Conclusions 
 
 The watershed-scale SWAT stand alone (SWAT-A) and combined SWAT and field-scale 
APEX models within the SWAPP program were evaluated by comparing the predicted and 
measured flows, TSS, and nutrient loadings for the UNBR watershed; a watershed that is highly 
impacted by dairy operations.  A GIS-based AVSWAT interface was used to generate much of 
the required data for both models.  However, the SWAPP program was used to transfer data files 
of selected land uses within the watershed to and from SWAT and APEX.   
 SWAT-A and SWAPP provided reasonable, and relatively similar, predictions of average-
monthly daily-flow during the calibration and validation periods, as indicated by the mean, 
standard deviations, mean error, and Nash-Sutcliffe model efficiencies for the outlet of the 
UNBR watershed.  However, while prediction of TSS by SWAT-A was better, the trends in 
measured and predicted nutrient loading by SWAPP were closer to observed measurements. 
 The results of this study provide an opportunity to use field-scale models such as APEX to 
simulate the baseline and BMP scenarios (such as filter strips and multiple-cropping systems) at 
the field-level and use the SWAT program to route the results from APEX through a watershed 
stream system.  The SWAPP program enables one to simulate conditions and BMP scenarios 
that are difficult to simulate at the field-level with SWAT at this time.  The automated process of 
SWAPP makes it easy for users to transfer files to and from SWAT and APEX.  Currently, the 
SWAPP program is being modified to link the latest version of SWAT (SWAT2003) and APEX 
(version 2110). 
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Abstract 
 
 The United States Department of Agriculture has initiated the Conservation Effects 
Assessment Project (CEAP) including a modeling effort to quantify the environmental benefits 
of conservation practices at the national scale in the United States.  This paper focuses on the 
modeling approach consisting of the data sets, modeling components, and scenarios being used 
in the CEAP national assessment study.  Data sets including weather, land use, soils, 
management practices, and farmer surveys were used to develop model inputs for the 
conterminous U.S.  The modeling approach includes the farm-scale model Agricultural 
Policy/Environmental Extender (APEX) and the Soil and Water Assessment Tool (SWAT), 
along with the GIS databases.  The APEX model was used to simulate conservation practices for 
cultivated cropland.  Farmer surveys conducted on a subset of National Resource Inventory 
sample points provided information on current farming activities and conservation practices for 
APEX.  Outputs from APEX will be input into the watershed scale model, SWAT in the 
HUMUS (Hydrologic Unit Modeling for the United States) system for routing the pollutants to 
the 8-digit watershed outlets.  HUMUS/SWAT will be calibrated and validated using observed 
streamflow from the United States Geological Survey’s (USGS) gauging stations and streamflow 
and pollutant data generated by the SPAtially Referenced Regressions on Watershed Attributes 
(SPARROW) model.  The modeling system will be used to simulate in-stream effects for (1) a 
baseline scenario with conservation practices and (2) an alternative scenario without 
conservation practices.  The off-site water quality benefits of conservation practices will be 
determined by comparing outputs of these scenarios for each 8-digit watershed.   Benefits will be 
reported as reductions in in-stream concentrations and loadings of sediment, nutrients and 
pesticides, and reductions in the number of days that concentrations exceed human health and 
ecological thresholds. 
  
 
Introduction 
 
 Since the 1930’s, the United States Department of Agriculture (USDA) has implemented a 
wide range of conservation practices to assist landowners in conserving and improving soil, 
water, and other natural resources associated with agricultural lands.  Although it is widely 
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recognized that these conservation practices will protect the land and water resources, the 
environmental benefits of these practices have not been quantified at the national scale.  
Extensive literature and documentation exists on the effects of conservation practices at the field 
level.  However, there is not adequate information available showing the quantitative benefits of 
conservation practices, especially, at the national scale.  Hence, the USDA has initiated the 
Conservation Effects Assessment Project (CEAP) including a modeling effort to quantify the 
environmental benefits of conservation practices in the United States.  Estimating these benefits 
will allow decision-makers and program managers to assess the benefits of the existing programs 
and to design new programs to more effectively and efficiently meet governmental goals 
(Mausbach and Dedrick, 2004).   
 Conducting field experiments or collecting long-term monitoring data to evaluate the effects 
of conservation practices is expensive and time consuming.  It is also difficult to repeat the 
monitoring process without additional resources and time when corrections are warranted.  In 
this context, a modeling approach is a potential option to assess the effects of conservation 
practices on water quality at different scales.  Models can also be used to analyze various 
scenarios during the planning phase to improve the efficacy of conservation program 
implementation.  This paper focuses on the modeling approach consisting of the modeling 
components, databases and scenarios being analyzed to assess the water quality effects in the 
CEAP national assessment study.   
 
 
Methodology 
 
HUMUS/SWAT Modeling Approach 
 The HUMUS (Hydrologic Unit Modeling for the United States) system is a national-scale 
modeling structure developed for the United States for making national and river basin scale 
resource assessments considering the current and future developments in soil, land and water 
management and issues related to point and non-point source pollution.  The HUMUS system 
includes (a) basin-scale hydrologic model, the Soil and Water Assessment Tool (SWAT) (Arnold 
et al., 1998) to assess water quantity and water quality issues, and (b) databases of spatial and 
temporal data required for SWAT (Srinivasan et al., 1998).  The HUMUS system was developed 
as part of the Resources Conservation Act Assessment (RCA) of 1997.  The cooperators were the 
USDA and the Texas Agricultural Experiment Station (TAES) of the Texas A&M University 
System.   
 The HUMUS system follows the hydrologic unit accounting system of the United States.  
There are 18 major river basins, or 2-digit watersheds, in the conterminous U.S. (Figure 1).  Each 
river basin is divided into several 8-digit watersheds, or Hydrologic Unit Codes (HUCs).  There 
are 2,107 HUCs within the conterminous U.S. (Figure 2).  The average area of a HUC is about 
4,000 square kilometers.  Approximately two-thirds of these HUCs have significant cropland 
acreage.  Each river basin is treated as a watershed and each HUC is treated as a subbasin within 
the HUMUS/SWAT modeling structure.  Each HUC consists of several soil-land use 
combinations or Hydrologic Response Units (HRUs).    
 For the CEAP national assessment modeling effort, revised HUMUS modeling approach is 
used for assessing the off-site water quality benefits of the conservation practices at the 8-digit 
watershed levels (Figure 3).  The revised HUMUS modeling approach uses the HUMUS 
structure but with updated databases and a more recent version of SWAT (SWAT 2003).  In 
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addition, in the revised HUMUS modeling approach, SWAT is used to simulate the non-
cultivated land and APEX (Agricultural Policy/Environmental Extender) (Williams et al., 2000) 
is used to simulate the conservation practices implemented on cultivated cropland. 
 The CEAP national assessment is primarily focused on cropland where most of the 
conservation practices are implemented.  Hence, the CEAP approach uses the farm-scale model, 
APEX to simulate the various conservation practices implemented and the APEX output will be 
input into the watershed scale model, SWAT, to assess the off-site water quality benefits of these 
conservation practices.  SWAT will simulate the non-cultivated land and route the pollutants 
from non-cultivated land and point sources along with the APEX pollutant outputs for cultivated 
land to the outlet of each 8-digit watershed and then to the river basin outlet (USDA-NRCS, 
USDA-ARS and TAES, 2004). 
 APEX is a physical process model and is an extension of the EPIC (Environmental Policy 
Impact Calculator) model (Williams et al., 1984).  APEX has the capability to simulate several 
agricultural management and conservation practices in detail.  APEX simulates agricultural 
management processes on multiple fields as well as the fate and transport of nitrogen, 
phosphorous, eroded soil and pesticides. 
 
Databases Used 
 The HUMUS/SWAT system requires several databases such as land use, soils, management 
practices, and weather.  For the CEAP effort, recently available data are processed to update the 
HUMUS/SWAT databases and prepare the SWAT input files for the entire country (Figure 3). 
   Land use: The 1992 United States Geological Survey (USGS) -National Land Cover Data 
Set (NLCD) is the spatial data currently available for land use at 30-m resolution for the entire 
country (Vogelmann et al., 2001).  For the CEAP assessment, the 1992 USGS land cover data set 
will be used as the base, which includes agriculture, urban, pasture, range, forest, wetland, barren 
and water.  For the calibration simulations, 1992 land use data will be used.   For the CEAP 
baseline and alternative scenarios, 1997 land use conditions will be used.  The 1992 USGS land 
cover data set is adjusted to represent 1997 land use conditions by using the relative changes in 
land use as determined by the 1992 and 1997 National Resource Inventory (NRI) data (Nusser 
and Goebel, 1997; USDA- Natural Resources Conservation Service (NRCS), 2000).    
 Soils: Each land use within an 8-digit watershed is associated with soil data.  Soil data 
required for SWAT were processed from the State Soil Geographic (STATSGO) database 
(USDA-NRCS, 1992).  Each STATSGO polygon contains multiple soil series and the aerial 
percentage of each.  The soil series with the largest area was extracted and associated physical 
properties of the soil series were extracted for SWAT. 
 Topography: Topographic information on accumulated drainage area, overland field slope, 
overland field length, channel dimensions, channel slope, and channel length were derived from 
the DEM data in the previous HUMUS project (Srinivasan et al., 1998).  It will be used in this 
modeling effort. 
 Management Data: Management data is important in the SWAT model.  Management 
operations such as planting, harvesting, fertilizer application, manure and pesticides and 
irrigation water and tillage operations, along with timings or potential heat units are to be 
specified for various land uses in the management files.  Management operations/inputs vary 
across regions.  These data are being gathered for land uses such as pasture, hay and orchards 
that are simulated in SWAT from various sources such as the Agricultural Census Data and 



3rd International SWAT Conference 

   571 
             
 

USDA-National Agricultural Statistics Service’s (NASS) agricultural chemical use data and 
Agricultural Extension Centers.      
 Weather: Measured daily precipitation and maximum and minimum temperature data sets 
from 1960 to 2001 will be used in this modeling approach.  The precipitation and temperature 
data sets were created from a combination of point measurements of daily precipitation and 
temperature (maximum and minimum) (Eischeid et al., 2000) and PRISM (Parameter-elevation 
Regressions on Independent Slopes Model) (Daly et al., 2002).  The point measurements data set 
is a serially complete (no missing values) data set (1895-2003) processed from the station 
records available from the NCDC (National Climatic Data Center).  PRISM is an analytical 
model that uses point data and a digital elevation model (DEM) to generate gridded estimates of 
monthly climatic parameters.  PRISM data are distributed at a resolution of approximately 4 km2.  
Di Luzio (2005a) has developed a novel approach to combining the point measurements (station 
records) and the monthly PRSIM grids to develop the distribution of the daily records with 
orographic adjustments over each of the USGS 8-digit watersheds.   
 Other data such as solar radiation, wind speed and relative humidity will be simulated using 
the weather generator (Nicks, 1974; Sharpley and Williams, 1990) available within SWAT.   
 Point Source Data: Effluents discharged from the municipal treatment plants are major point 
sources of pollution.  The USGS has developed a point source database for use in the 1992 
SPARROW simulations and it will be used in the calibration runs.  Point sources for a year near 
1997 will be estimated using human population and it is assumed that these estimates are valid 
for 3-5 years before and after the year they were developed. 
 Atmospheric Nitrogen Deposition: Atmospheric deposition can be a significant component 
of nitrogen balance and contribution to plant growth and nitrogen runoff concentrations, 
especially in some of the non-agricultural land areas.  Hence, estimates of nitrogen deposition 
(nitrate and ammonium) are to be incorporated into the SWAT and APEX models.  Nitrogen 
deposition data set (loads and concentration) were developed from the National Atmospheric 
Deposition Program/National Trends Network (NADP/NTN) database (NADP/NTN, 2004), 
which consists of yearly deposition grids available for the entire nation.  These data are 
processed for creating nitrogen deposition records for each of the 8-digit watersheds (Di Luzio, 
2005b).  Atmospheric deposition data is available from 1994 to 2001.  For years prior to 1994, 
1994 concentration levels will be assumed. 
 
Model Calibration and Validation 
 Although SWAT inputs are physically based and can be obtained from existing landscape 
properties and conditions, there is still some uncertainty in the inputs that are not well defined 
such as curve number and the Universal Soil Loss Equation’s crop cover (C) factor.  Hence, 
there is a need to calibrate the model.  Currently, there is not adequate water quality monitoring 
data available for model calibration at the 8-digit watershed level.  The USGS has developed a 
regression model called SPARROW (SPAtially Referenced Regressions On Watershed 
attributes) to simulate flow and nutrients for the entire nation (Smith et al., 1997).  SPARROW 
takes all of the relevant USGS stream monitoring data, watershed characteristics and various 
sources of nutrients, estimates of (a) runoff, sediment and nutrient loadings within each 8-digit 
watershed and (b) streamflow, and sediment and nutrients leaving the outlet of each 8-digit 
watershed into account.  SPARROW estimates are based on 1992 land use.  Thus, the HUMUS 
calibration will be performed using 1992 land use data.  In addition to calibrating average annual 
flow and loads for each 8-digit watershed using SPARROW results, calibration of daily 



3rd International SWAT Conference 

   572 
             
 

concentration distributions (i.e. 10, 25, 50, 85 and 90 percentiles) at a few selected gages within 
each of the 18 major river basins will be performed (Figure 3).  This will give confidence in the 
model estimates on the number of days the pollutant concentrations exceed human health and 
ecological thresholds. 
 For validation, additional water quality data from a few USGS gages (not used in calibration) 
at major locations in the 18 river basins will be used.  The models will be run without 
modification of input parameters.  Stream gage data from years near 1992 will be selected to 
ensure that the 1992 land use data is representative of the measured concentration data.  Model 
validation is critical for ensuring scientific support of the modeling approach.   
 For calibration and validation runs, the SWAT model will use APEX outputs for cultivated 
cropland obtained using the National Nutrient Loss and Soil Quality Database (NNL&SQ 
Database) (Potter et al., forthcoming).  The 1992 land use conditions will be used for the SWAT 
calibration. 
 
Scenario Analysis  
 The calibrated HUMUS/SWAT model will be used to develop scenarios to assess the effects 
of conservation practices on off-site water quality benefits (Figure 3).  HUMUS/SWAT 
modeling inputs remain the same for all scenarios except for the variations in APEX outputs 
input into SWAT.  SWAT will use the 1997 land use conditions for these scenarios.      
 Farmer surveys were conducted on a subset of National Resource Inventory sample points 
(30,000) to get information on current farming activities and conservation practices representing 
2003-2006.  Survey information will be used in APEX and the outputs will be used in Baseline 
and Alternative Scenario Analysis in SWAT. 
 CEAP Baseline Scenario: HUMUS/SWAT simulations will be made using the APEX 
output generated for cultivated cropland with conservation practices currently in use based on 
farmer surveys. 
 Alternative Scenario: HUMUS/SWAT simulations will be made using the APEX output 
generated for cultivated cropland using farmer surveys assuming no conservation practices were 
applied.   
  The off-site water quality benefits of conservation practices currently in use will be 
determined by comparing model outputs for the alternative scenarios to those of the CEAP 
Baseline for each 8-digit watershed.  Benefits will be reported as (ii) reductions in in-stream 
concentrations and loadings of sediment, nutrients and pesticides, and (ii) reductions in the 
number of days that concentrations of nutrients or pesticides exceed human health and ecological 
thresholds. 
  
 
Conclusions 
 
 Information on the quantitative benefits of conservation practices or programs on water 
quality is necessary for future policy planning, program development and resource allocation.  
Modeling is a feasible approach for assessing the effects of conservation practices on water 
quality benefits.  This paper described the modeling approach that will be used for evaluating the 
water quality benefits of conservation practices at the national level in the CEAP assessment.  
This modeling approach is useful in addressing several “what if” situations that might be helpful 
for the conservation managers in planning and implementation of conservation practices.  
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Scenarios related to the conservation practices currently in use are discussed here.  However, 
several other scenarios can be analyzed to support policy makers and conservation managers. 
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Figure 1.  Major water resource regions/river basins in the Conterminous United States 
 

 
Figure 2.  The 8-digit watersheds (HUCs) of the Conterminous United States 
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Figure 3.  HUMUS/SWAT Modeling Approach for CEAP-National Assessment 
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Abstract 
 
 Anthropogenic release of heavy metals (HMs) to the environment has resulted in a 
continuous buildup of HMs in soils.  On the one hand, uptake and accumulation of HMs in 
plant tissue and in grains may lead to food chain transfer to humans, and on the other, 
transport of HMs through preferential paths to groundwater may cause groundwater 
contamination.  The objectives of this study were to assess the mobility of Cd, Cu, Pb, and Zn 
under two plants with different rooting systems in the arid soils of Isfahan, Iran.  The plants 
consisted of wheat (Triticum aestivum) with a fibrous rooting system and safflower 
(Carthamus tinctorious) with a taproot system.  The study was conducted on undisturbed soil 
columns (Typic Haplocalcids).  The top 10 cm of half of the columns were contaminated with 
Cd, Cu, Pb, and Zn at concentrations of 15, 585, 117 and 1094 mg kg-1, respectively.  The  
contaminated and uncontaminated columns were planted with wheat and safflower according 
to their previous cultivation history.  Leachate was collected continuously and analyzed for 
HMs.  After the crops were harvested, soil samples were collected at 10-cm intervals and 
analyzed for HNO3- and DTPA-extractable HM concentrations.  Results showed that the 
presence of plants had a significant effect on HM transport.  In planted columns, HM 
concentrations of the subsoils were greater than in fallow columns.  Rooting systems also 
exhibited differences in HM movement, with safflower resulting in larger concentrations at 
deeper depths.  In contaminated treatments, metal concentrations in discharge were 
significantly (p<0.05) more than controls.  Metal uptake of plants in contaminated columns 
were also significantly (p<0.05) more than uncontaminated columns.  The DTPA extractable 
levels of HMs were larger in the subsoil of contaminated soils, indicating that metals had 
moved from the surface layer in more soluble forms into the deeper zones in the profile.  Cd 
was found to be the most mobile metal to plants and also in soil. 
 
 
Introduction 
 
 Soil pollution by heavy metals (HMs) continues to create serious environmental risks 
(McBride 1998, Richards et al. 1998, Schwab et al. 2002).  Industrial and agricultural 
activities have released large amounts of HMs into soils.  The potential mobility of HMs in 
soils has been investigated for several decades (Emmerich et al. 1982, Richards et al. 1998).  
Many researchers have concluded that there is little evidence for HM leaching through the 
soil into the groundwater (Chang et al. 1984),  but these studies have two important 
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shortcomings.  First, most of these studies were conducted in homogenized columns 
(Emmerich et al. 1982) not depicting real soil processes.  Second, a lack of a noticeable 
increase in HM concentrations below the contaminated topsoil was considered as the 
evidence for HM immobility (Chang et al. 1984).  Preferential flow has been shown to 
greatly increase the mobility and velocity of heavy metals and solute transport through the 
soil (Camobreco et al. 1996, Richards et al. 1998, Schwab et al. 2002).  Another factor that 
could enhance metal mobility is transport of metals incorporated in soluble metal-organic 
complexes.   

Having small permeability and large ion exchange capacity, clay and clay loams usually 
present a limited risk for groundwater contamination.  The presence of macropores, however, 
can increase the hydraulic conductivity of these soils by several orders of magnitude (Topp 
and Davis, 1981) and may increase HM mobility through the soil by means of preferential 
flow.   

Cropping systems can have a strong influence on the macroporosity and hydraulic 
properties.  Plants may increase solute mobility through the soil (Caron et al., 1996), but may 
also retard HM leaching.  From literature review it is obvious that the role of plants on metal 
mobility in the soil is not well understood.  Also there is limited information about HM 
transport under plants with different rooting systems especially in calcareous soils, so there is 
a need for further studies.  The objective of this study was to investigate the mobility of Cd, 
Cu, Pb and Zn under two crops with different rooting systems, wheat with a fibrous root 
system and safflower with a taproot system. 
 
 
Methodology 
 
 The study was conducted using 24 undisturbed soil columns of 22.5 cm in diameter and 
50 cm in depth in a greenhouse at Isfahan University of Technology.  Soils (Fine, Mixed, 
Termic, Typic Haplocalcid) were sampled from two nearby farms at Kabotarabad Research 
Station of Isfahan Agricultural Research Center, 40 km southeast of Isfahan, central Iran, 
(3598500N, 572000E, UTM, Zone 39) with the elevation of 1750 meters and mean annual 
precipitation of 145 mm.  One soil had in the previous year been cultivated with safflower 
and the other with wheat.  Continuous macropores of 0.5-3 cm width were seen to extend 
from 25 cm to 60 cm depth in the field profile.  The history of cultivation for the wheat farm 
in last four years was wheat-fallow-wheat-wheat and for the safflower farm was wheat-
wheat-fallow-safflower. 
    In half of the columns (12), the upper 10 cm of soil was contaminated with metal solutions 
CdCl2 (19.5 mgCd kg -1dry soil), CuSO4 (750 mgCu kg -1 dry soil), Pb(NO3)2 (150 mgPb kg -1 

dry soil), and ZnCl2 (1400 mgZn kg -1 dry soil) by spraying and completely mixing the soil.  
The above values are the 50% of maximum permitted metal loading in soil established by the 
USEPA-503 regulations (1993).  We sought to investigate metal transport and also metal 
uptake by plants in a large contaminated calcareous soil.  After two weeks, three of the 
contaminated and uncontaminated wheat farm columns were sown with wheat, W+M and W, 
three of the contaminated and uncontaminated safflower farm columns were sown with 
safflower, S+M and S, and the remaining 12 were left fallow, Wf+M, Wf, Sf+M and Sf.  
During these weeks the columns were irrigated and the leachate was collected.  The planting 
was done in accordance with the previous history of the cultivation in the field.  Plants were 
seeded manually on 30 March 2003 at a density of 200 seeds per m2 for wheat and 20 seeds 
per m2 for safflower.  After seeding, each column was placed on a support and equipped with 
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a plastic funnel to collect the leachate.  Water content in columns was measured using 
horizontal TDR probes placed at 15, 30 and 45 cm depths.  Irrigation was applied using a 
scaled cylinder.  Irrigation amount was calculated based on the 65% depletion of the 
available soil water capacity determined by measuring the moisture release curve at 10, 30, 
50, 100, 300, 500, 1000 and 1500 kPa (Klute, 1986). 

Leachate was continuously collected and analyzed for heavy metals.  Water balance for 
the duration of the experiment was calculated using the following expression: 

 
E = I - D + ∆S           (1) 
 

where E is the actual evaporation for unplanted columns and actual evapotranspiration for 
planted columns (mm), I is irrigation (mm), D is discharge (mm), and ∆S is the change in 
column water storage (mm). 

Soils were fertilized with the rate of 60 mg N kg-1 and 40 mg K kg-1 by addition of Urea 
and potassium nitrate.  No P was applied, as initial soil analysis had shown that the available 
soil P was sufficient for plant growth.  Plants were harvested after 75 days at the end of 
pollination period.  Later harvest would have made HM mass balancing more difficult due to 
gradual loss of leaves.  Plant samples were washed carefully with distilled water to remove 
dust and then oven dried at 60 °C and then ground.  Sub-samples of 0.2 g were digested in 6 
ml solution of 65% HNO3, 2 ml solution of 2% H2O2 and 2 ml of distilled water.  The 
solution was then filtrated using No. 42 Wattman filter paper and analyzed for metals by a 
graphite furnace AAS (Varian Spectra 300-400).  The roots, shoots (stems plus leaves) and 
heads (spike in wheat and head in safflower) of plants were analyzed separately  

After the plants had been harvested, soil columns were cut into 10-cm sections, air dried, 
crushed and sieved to <2 mm.  Sub-samples were collected from each section and analyzed 
for HNO3-extraction (Sposito et al., 1981) and diethylenetriaminepenta acetic acid (DTPA)-
extractable metal concentrations (Soltanpour, 1991).  The metal concentrations in the extracts 
were analyzed using atomic absorption spectrometry or inductively coupled plasma (ICP).   

Mass balance for heavy metals was performed according to the following expression: 
 

 MA = MS + MU + MD          (2) 
 
where MA is the applied metal (mg), MS is the metal in the soil at the end of the experiment 
(mg), MU is the metal taken up by plants (mg), and MD is the metal in discharged water (mg).  
Statistical studies were conducted with SAS software (Version 6.12).  Multiple comparisons 
of variables were made by using LSD’s separation of means procedure.  A probability level 
of p<0.05 was chosen to establish statistical significance.   
 
 
Results and Discussion 
 
 The soils have large cation exchange capacity (CEC) with the average of 14 cmol kg-1 
and pH values (the average of 7.7 in saturated paste).  Organic matter content of these soils is 
generally less than 1%.  The large CaCO3 (with the average of 35%) imparts a large pH 
buffering capacity, which decreases the possibility of metal movement in soluble free form.  
The dominant anion is Cl-, with the average of 1.5%, which can form soluble complexes with 
Cd and Pb (Khoshgoftar, 2004), hence increasing their mobility.  HNO3-extractable Cd 
concentration (the average is 1.6 mg kg -1) in the soil was more than threshold of 0.8 mg kg-1 
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set by VBBo (FOEFL, 1998).  Chemical and physical properties of the soils, under wheat and 
safflower in the field, show small differences as indicated by the values in Table 1.  We 
intended to have similar soil profiles so as to reveal the differences in the two different 
rooting systems although as mentioned before, theses soil have been affected by same plants 
with different rooting system for years, which in this study must be reflected in their metal 
transport behavior.  Therefore, we could say they are “wheat soil” and “safflower soil”.   

During the experiment, each soil column received a total of 588.5 mm water.  In fallow 
columns, discharges were in general larger than evaporation as shown.  On the average about 
35% of the applied irrigation water was collected as discharge for planted columns and 56% 
for the unplanted columns.  In the planted columns more water was lost by evapotranspiration 
than by discharge.  The discharge rate varied significantly between different treatments, a 
difference that evolved with time as the plants developed and consumed more water during 
the growing period.  Although irrigation was increased during the growing period, columns 
with plants often had no leachate in contrast to unplanted columns.  As we have also found in 
this study, wheat and safflower are reported to have similar water consumption in the 
literature (Doorenbos and Pruitt, 1977).  However, under metal stress, there appears to be a 
significant difference between the uptake behavior of these crops as wheat shows a 14% 
decrease in water uptake while the decrease for safflower is only 6%.  This indicates that 
safflower is more tolerant to HM stress than wheat, a reason why safflower performs better 
than wheat in this region, which has large HM levels (Amini et al., 2004), and its cultivation 
is promoted.   
 
Metal Concentrations in Plants 
 Metal concentrations in different parts of the plants were different, depending on the plant 
and metal types.  The highest metal concentrations were always measured in roots in both 
plants.  The metals in roots increased in the order of Zn> Cu> Cd> Pb in both plants.  The 
root metal concentrations of wheat increased significantly (p<0.05) in contaminated columns 
so that, Cd increased 12-fold, Cu 2-fold, Pb 5-fold and Zn 3-fold.  The same trend was found 
for safflower, where Cd increased 14 times, Cu 1.5 times, Pb 1.2 times and Zn 2.3 times in 
contaminated columns.  As the values show the wheat roots have more potential for metal 
uptake in contaminated situation than safflower except for cadmium.  The same trend was 
observed for metals concentration in shoots in both plants.  Cadmium, Cu, Pb, and Zn 
increased in wheat shoot by 17, 1.8, 2.8 and 2-fold in contaminated columns.  These values 
for safflower were 13, 1.8, 1.3 and 1.9-fold for Cd, Cu, Pb and Zn, respectively.   
 The effect of artificial metal contamination on plant dry biomass was different for plants.  
Wheat dry biomass decreased significantly (p<0.05) in contaminated columns (mean 12.4 
gplant column-1) by 50% than uncontaminated columns (mean 27.6 g plant column-1), while 
safflower dry biomass, with means of 29.8 and 27.4 gplant column-1 for uncontaminated and 
contaminated columns respectively, was not affected significantly (p<0.05). 
 
Metal Concentrations in Soil Profiles 

For evaluating the effects of active rooting systems on metal mobility, the difference 
between metal concentrations in soil profiles in fallow and planted columns were shown in 
Figure 1.  Although in uncontaminated soils, wheat was more effective in increasing metal 
transport through the soil than safflower for all the metals, but in contaminated soil, the 
presence of safflower caused more metal mobility in the soil profile, especially in deeper 
depths, than wheat.  In an uncontaminated situation, it seems that the role of metal uptaking 
by plants is more than the role of plants on enhancing metal mobility so that for all the metals 
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the differences among metal concentrations were around zero.  In general, metal 
concentrations in safflower planted columns were less than wheat.  The points about metal 
concentrations in plant tissues also confirm the point as metal concentrations in safflower 
tissues were more than wheat.  However, in contaminated situations, the role of safflower in 
metal mobility (except Pb) was more than wheat.  This fact was more obvious for Cd in 
subsoil of safflower planted columns, with mean HNO3- and DTPA-extractable 
concentrations of 0.30 and 0.1 mg kg-1 for Cd and 8.00 and 2.00 mg kg-1 for Cu.   

The absolute values of metal concentrations in safflower tissues were more than wheat 
(except Pb), but compared with plant tissues in uncontaminated soil, the mean ratios of metal 
concentrations for wheat tissues were more than safflower (except Cu).  The values were 14.6 
for Cd, 1.64 for Cu, 2.8 for Pb and 2 for Zn while for safflower were 12.5 for Cd, 2 for Cu, 
1.8 for Pb and 1.4 for Zn.  This point plus the results discussed about metal stress effects on 
dry biomass and evapotranspiration on wheat, 50% decrease in dry biomass and 14% 
decrease in evapotranspiration, confirms the hypothesis that in contaminated situations, metal 
stress could alter plant metabolism and so decrease its chemical, physical, and biological 
efficiency.  In our study, the results support this point about wheat with its fibrous rooting 
system.  However, safflower with its taproot could tolerate metal stress more than wheat.  
This could be a good explanation for different behaviors of wheat in two different situations, 
uncontaminated vs. contaminated soil.  Plants in undisturbed soils will try to avoid growing 
roots in the contaminated zones, the top layer in our case (Palazzo et al., 2003).  This will 
obviously be easier for safflower with its tap root system, so our results are consistent with 
this theory.  The taproot of safflower could affect metal mobility in deeper depths than wheat.   

The ratio of DTPA to HNO3-concentration showed much larger DTPA-extractable metal 
concentrations at the surface than at further depths.  This could cause a problem of food chain 
poisoning.  Cadmium had the largest ratio in safflower, while Pb had similar ratios in both 
safflower and wheat columns.  It is interesting to note that, as might be expected, the DTPA-
extractable metal concentrations in the contaminated columns was larger than the 
uncontaminated columns, which, with only the background concentration, had longer time to 
reach equilibrium between the solid and soluble phases of HMs (Lim et al., 2002). 

 
Relative Metal Mobility 

For comparing metal mobility, it is necessary to normalize metal concentrations in the soil 
profile because applied rate of metals were different and metals with larger concentrations 
will show larger concentrations (like Zn) in subsoil than those with lower concentrations (like 
Cd).  To normalize the measured total HM concentrations in contaminated columns, we 
divided these values by their respective uncontaminated ones (background contamination) 
plus the applied amount of HMs.  Relative mobility of the HMs showed Cd to be the most 
mobile followed by Pb, Cu, and Zn.  For Cd the normalized ratio was at least 25 times larger 
than other HMs.  The depth of movement of all HMs is larger in planted than fallow columns 
indicating root influence in HM transport, especially in view of the substantially greater 
percolation occurring in the fallow columns.  In wheat planted columns, Cd moved to a depth 
of 35 cm, while in safflower planted columns, a deeper movement is evident up to 45 cm.  
There is no difference in the movement of Cu in planted and fallow treatments, although this 
difference is still larger in safflower.  In the wheat column Pb had an effective movement 
down to a depth of 35 cm.  In general, Pb showed a more significant movement in the wheat 
(fibrous) rooting system than in the tap rooting system.  In both wheat and safflower, Zn did 
not show any significant movement.   
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Metal Concentrations in Discharge 
Substantial variation between replicate columns with undisturbed subsoils can be expected 

due to variable macropore distributions (Akhtar et al., 2003).  Metal contamination of the 
topsoil significantly (p<0.05) increased metal concentrations in the discharge for both planted 
and fallow treatments than their respective controls.  In the contaminated wheat planted 
columns, W+M, as the result of contamination, Cd concentration in the leachate increased 
9.1-fold, while Cu increased 1.2-fold, Pb increased 3.6-fold, and Zn 2.1-fold.  These ratios for 
safflower were, respectively, 11.6, 1.6, 2.0, and 1.6.  The relative increase in the 
concentration of safflower leachate can partly be explained by larger HM mobility in their 
columns as discussed before.  Comparing discharge metal concentrations in planted and 
fallow treatments also confirms the metal stress effects on wheat.  Although planted columns, 
ignoring some exceptions, in general caused more HM concentrations in discharge in both 
plants and for contaminated and uncontaminated treatments, however metal concentrations in 
contaminated planted wheat columns were less than fallow wheat columns (except Zn).   

 
Metal Mass Balance 

Metal mass balance calculated for soil-plant-discharge system is shown in Table 1.  For 
calculating metal mass recovered, metal concentrations in each part were multiplied by the 
respective media mass (plant and soil), or volume (discharge) to change the concentration 
units into mass units.  For calculating the metal fraction recovered in each part, the total metal 
mass recovered in each part were divided by their respective uncontaminated ones 
(background contamination) plus the applied amount of HMs.  As it is obvious, most part of 
metals were left in the soil and then in the plant and discharge.  The minimum recovered 
metal was for Zn (61%) in S treatment and the maximum for Cu (107.27%) in Wf+M 
treatment.  For Cd the range of retaining metal in 50 cm depths soil for different treatments 
was 61.1% in S+M treatment to 92.7% in Sf+M.  For Cu the range was 60.5-107.8% in W 
and Wf+M respectively, for Pb 81.0-102.0% for W and Wf+M and for Zn 59.2-91.9% for S 
and Wf+M treatments.  In average about 25-30% of metals were lost in the mass balance 
calculation.  The main sources of error for the loss of the missing fractions could be 
incomplete extraction of soil and plant samples, and sorption to columns.  Comparing the 
recovered mass with the other studies (Chang et al. 1984, Baveye et al. 1999, Richards et al. 
1998) shows that in different situations, the recovered metal mass was variable and analytical 
metal recovery from the soil is difficult.   

Table 1 also gives the percentage of HMs taken up by the plants, i.e. the masses of HMs in 
the plants divided by the total applied plus background HM.  Artificial contamination of 
topsoil significantly increased the accumulation of all four metals by both crops (Table 1).  
The increase in metal uptake of wheat in contaminated columns as compared with 
uncontaminated ones was 21-fold for Cd, 2-fold for Cu, 6-fold for Pb, and 7-fold for Zn.  For 
safflower, the increase in plant uptake was 14-fold for Cd, 1.4-fold for Cu, 1.2-fold for Pb, 
and 2-fold for Zn.  This smaller increase in metal uptake by safflower than control partly 
explains its more tolerant to metal stress and so its more efficiency in metal mobility in soil 
than wheat.  As alluded to before, safflower is found to be the crop of choice in the region of 
study and its production is greatly encouraged.  As the heavy metal concentration of 
pollutants such as Cd and Pb are large in the region of study (Amini et al., 2004), one reason 
for the success of safflower could be its smaller increase in uptake of HMs than control.  This 
point is interesting because water uptake of safflower has only decreased by 6% as a result of 
contamination as compared to 14% by wheat.  This can definitely be an advantage in areas of 
large heavy metal concentrations.   
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From Table 1, it can be concluded that with increasing metal uptake by plants, metal mass 
in the leachate decreased (except Cd and Pb).  Safflower absorbed more metals than wheat 
and so less metal masses were measured in leachate.  It is important to note that these values 
are the result of multiplication of discharge volume by metal concentration in discharge, and 
as mentioned before in contaminated soil, wheat caused more discharge than safflower and so 
metal output was more in wheat planted columns than safflower.  Comparing metal masses in 
planted and fallow treatments shows that due to larger discharge volumes, metal transported 
by fallow columns were more than planted columns.  This could mostly be due to the larger 
discharge volumes.  However, this increase is not very large for Cu, and for Zn the planted 
column even shows a larger amount in the leachate.  For safflower the difference between 
HMs in planted and fallow columns is even smaller.  As we noted before, safflower has a 
greater ability to mobilize HMs than wheat. 

 
 
Conclusions 
 

This study showed that even in calcareous soils, plants could enhance HM mobility 
through the soil profile.  Metal concentrations in discharge were higher in contaminated than 
uncontaminated columns.  Metal movements, in general, in planted columns were greater 
than fallow columns showing the significant effects of active rooting systems on 
enhancement of metal transport through the soil.  Safflower produces deeper roots than wheat 
and has more fine roots at the bottom of the columns, which could explain why metal 
displacement in safflower columns was in general more than wheat.  Due to higher volume of 
discharge, a metal amount in fallow column leachate was greater than those from planted 
columns.  However, due to the higher mobility of HMs in the safflower columns, the 
difference between planted and fallow columns was not substantial.  Future work in this area 
should focus more on the measurement of root distribution, and the effect of root exudates on 
mobilizing various HMs, and in situ measurement of HMs concentration near roots.  
Measurement of dissolved organic carbon, biological oxygen demand (BOD) or chemical 
oxygen demand (COD) in the leachate could enhance interpretation of root-HM interaction. 
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Figure 1.  Differences between HNO3-(left) and DTPA-extractable (right) metal 
concentrations in planted and fallow treatments.  W: planted wheat columns; Wf: 
fallow wheat columns, S: planted safflower columns; Sf: fallow safflower columns, M: 
Metal contaminated. 
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Table 1.  Metal mass balance calculated for the soil-plant-discharge system. 

Treatment system 
Recovered  
Cd (mg) 

Recovered 
Cu (mg) 

Recovered  
Pb (mg) 

Recovered  
Zn (mg) 

 
Fraction recovered (%) 
   Cd             Cu            Pb             
Zn 

 Soil 35.38±1.10 529.57±48.71 407.66±1.43 
1216.15±17
4.10 

 
79.47 

 
60.53 

 
81.00 

 
71.77 

W plant 0.04±0.08 0.85±0.39 0.06±0.03 3.42±7.79 
 
0.08 

 
0.10 

 
0.01 

 
0.20 

 discharge 0.02±0.01 4.91±0.85 0.68±0.03 14.22±2.70 
 
0.05 

 
0.59 

 
0.14 

 
0.05 

 Sum     
 
79.60 

 
61.22 

 
81.15 

 
72.02 

 Soil 37.68±3.76 
636.37±185.9
8 429.88±64.97 

1220.97±74.
29 

 
83.84 

 
75.94 

 
86.37 

 
72.04 

Wf discharge 0.03±0.00 6.98±0.58 1.26±0.11 12.70±4.22 
 
0.07 

 
0.83 

 
0.25 

 
0.79 

 Sum     
 
83.91 

 
76.77 

 
86.62 

 
72.38 

 Soil 
108.51±32.
43 

3846.62±263.
48 

967.62±172.4
5 

5750.72±52
6.06 

 
88.62 

 
100.7
4 

 
88.46 

 
79.23 

W+M plant 0.83±0.15 1.91±0.41 0.35±0.18 25.52±4.05 
 
0.68 

 
0.05 

 
0.03 

 
0.35 

 discharge 0.18±0.04 8.06±2.85 2.53±0.45 43.67±7.53 
 
0.15 

 
0.21 

 
0.23 

 
0.60 

 Sum     

 
89.45 

 
101.0
0 

 
88.70 

 
80.18 

 Soil 
111.86±26.
28 

4086.80±727.
10 

1117.66±139.
18 

6668.93±47
4.01 

 
91.35 

 
107.0
2 

 
102.1
8 

 
91.88 

Wf+M discharge 0.43±0.16 9.51±2.74 7.08±0.30 28.86±8.60 
 
0.35 

 
0.25 

 
0.65 

 
0.40 

 Sum     

 
91.70 

 
107.2
7 

 
102.7
3 

 
92.28 

 Soil 33.87±3.85 566.02±42.88 366.69±9.04 
1008.74±70.
05 

 
75.35 

 
67.54 

 
73.68 

 
59.52 

S plant 0.05±0.01 2.47±0.32 0.08±0.03 14.34±2.36 
 
0.11 

 
0.29 

 
0.02 

 
0.85 

 discharge 0.01±0.53 1.70±0.33 0.29±0.05 13.33±7.80 
 
0.02 

 
0.20 

 
0.06 

 
0.79 

 Sum     
 
72.48 

 
68.03 

 
73.76 

 
61.16 

 Soil 37.34±3.13 576.42±32.82 430.02±53.80 
1386.59±16
0.33 

 
83.07 

 
68.78 

 
86.40 

 
81.82 

Sf discharge 0.08±0.01 2.63±1.00 1.07±0.25 21.78±5.02 
 
0.18 

 
0.23 

 
0.23 

 
1.42 

 Sum     
 
83.25 

 
69.01 

 
86.63 

 
83.24 

 Soil 74.76±7.21 
3146.85±191.
36 

985.84±719.5
8 

5507.77±37
8.18 

 
 
61.06 

 
 
82.41 

 
 
90.13 

 
 
75.88 

S+M plant 0.70±0.36 3.47±0.89 0.10±0.08 31.65±9.37 
 
0.57 

 
0.09 

 
0.01 

 
0.44 
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 discharge 0.32±0.03 4.27±0.05 1.66±0.01 36.39±10.15 
 
0.27 

 
0.11 

 
0.15 

 
0.50 

 Sum     
 
61.90 

 
82.61 

 
90.29 

 
76.93 

 Soil 
113.53±5.0
1 

3729.32±152.
40 

1055.96±33.4
0 

5547.21±87.
34 

 
92.72 

 
97.66 

 
96.54 

 
76.43 

Sf+M discharge 0.18±0.01 5.17±0.70 1.52±0.13 41.33±10.44 
 
0.14 

 
0.14 

 
0.14 

 
0.62 

 Sum     
 
92.86 

 
97.80 

 
96.68 

 
77.05 

 W: planted wheat columns; Wf: fallow wheat columns, S: planted safflower columns; Sf: 
fallow safflower columns, M: Metal contaminated. 
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Abstract 
 
     The complexities associated with implementation of watershed development 
programmes (WDP) in India, coupled with scarcity of financial resources make it 
essential to prioritise the programmes undertaken with the watershed approach.  In this 
context, the degree of ecological and socioeconomic fragility of respective regions can be 
the basis for prioritizing allocation of funds.  The focus of this paper is the development 
of a framework for prioritizing the watershed development programmes and to 
empirically assess whether selected watershed programmes have been prioritized as per 
any norm of requirement of different regions.  Need based indices indicating natural 
resource base, demographic aspects, status of economic living standard, and overall index 
of fragility have been developed by using Principle Component Analysis.  The exercise 
has been attempted both across agro-climatic zones/states at the macro level and across 
villages at the micro level.  While published data sufficed for developing a need-based 
index at the macro level; remote sensing data, along with some secondary data was used 
to carry out this exercise at the micro level.  Prioritisation accorded in watershed projects 
were evaluated by taking into consideration 1) spatial coverage and per hectare financial 
allocation at the macro level and 2) year of implementation of the project in villages 
within the duration of the IWDP implementation at the micro level.  The study concludes 
that one of the important reasons for inconsistent impact of WDPs across regions could 
be rooted in ad-hoc allocation of resources for watershed management in India. 

 
Introduction 
 
    Planning in the context of land and water resource management in India has been 
governed by the need for self-reliance in food production, improving resource-use 
efficiency, productivity, and equity. There is a growing realisation, both among policy-
makers and public policy analysts, that development of rain-fed areas would be crucial, 
inter-alia, to ensure food and nutritional security of India’s growing population. In India, 
watershed programmes were initiated primarily to resolve the increasing environmental 
crisis and to ensure sustainability of agricultural operations especially in the rain-fed and 
arid/semi-arid regions (Rajagopalan, 1991).  
     The integrated approach of watershed development focuses on conservation and 
development of three natural resources, namely land, water, and vegetation. However, 
these projects are also associated with a large number of complexities due to the their 
thrust on both environmental and livelihood sustainability, particularly after adoption of 
the 1994 common guidelines for watershed programmes (GOI, 2000); these complexities 
include emphasis on resource conservation rather than utilization, conflicting interests 
between private and common properties, and implied trade-offs between stakeholders 
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from different economic and social strata. (Shah, 2000). These problems necessitate 
prioritization of programmes undertaken with the watershed approach, particularly in 
developing countries, where sufficient resources cannot be allocated to all regions. In this 
context, the degree of ecological and socioeconomic fragility of respective regions can be 
the basis for prioritizing allocation of funds. Giving priority to such fragile areas has been 
integral, at least implicitly, to the objectives of most of the watershed development 
programmes (GOI 2001a and 2001b). In India, at a macro level, prioritization should 
largely be the responsibility of the central government, (Ministry of Agriculture or 
Ministry of Rural Development, as the case may be) as the funds flow from the Centre to 
the states for implementation of the programmes. Within the state, the same criteria can 
be adopted to distribute the funds within different watersheds by the state government. At 
the watershed level, the project implementing agency (PIA) once again needs to classify 
the villages based on similar principles. 
     The focus of this paper is to develop a framework for prioritizing the watershed 
development programmes, both at the macro and the micro levels, and assess whether 
relative emphasis given to different regions in selected watershed programmesi are in 
conformity with their relative levels of requirements, i.e. with their ranking in terms of 
the need-based indices developed for this purpose.  
 

Importance of a Need-Based Index 
     The degree of fragility of a region should ideally be based on the requirement of the 
area measured in terms of the natural resource base, demographic aspects, and the status 
of economic living standard. For the purpose of our analysis, need based indices have 
been developed by aggregating variables encompassing ecological fragility, demographic 
pressure, and economic vulnerability. The aggregation has been attempted by means of 
Principle Component Analysis, using the composite index associated with the first 
principle component. In this method, the eigen vector, which are derived from the degree 
of association between the variables considered, are used as the weights for these 
variables to achieve the aggregation. Table 1 lists the indicators used for constructing the 
index; while some variables has a positive relationship with the need for undertaking 
measures for ecological and livelihood sustainability of a respective region (i.e. percent 
of total wasteland, incidence of poverty, density of population etc), some other variables 
have a negative association with its requirement (rainfall, share of net sown area, land 
and labour productivity). Reciprocals of the latter set of variables have been used for 
deriving the composite index such that the composite index thus created is consistent in 
reflecting the needs of the respective regions. 
 
                Table 1. Component score coefficient matrix for the overall index. 

Variables Nature of Variable Score 
Coefficient 
For Principal 
Component 1 

Population Density Demographic .387 
Labour Productivity Standard of Living 

Index 
.160 
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Land Productivity Standard of Living 
Index 

.422 

Rural Poverty Standard of Living 
Index 

.201 

Ground Water 
balance 

Resource Variable .120 

Net Sown Area Resource Variable .188 
Total Waste land Resource Variable .060 
Rainfall Resource Variable .211 

 
 

     Both at the level of agro-climatic zones and states, four indices were worked out, the 
three mentioned in Table 1 and an overall composite index encompassing all the 
variablesii. The purpose for this exercise was to develop physical/natural, demographic, 
socio-economic as well as overall criteria for allocating resources under watershed 
development programmes. Table 1 also provides the weightages used to derive the 
overall composite index, which is the correlation coefficient between the variables and 
the overall index. Population density and land productivity has got the maximum 
weightages in deriving this index, both of which can be linked to carrying capacity 
sustainability concept (Bell and Moorse, 1999). The emphasis given to the different 
regions of the country representing diverse ecological settings and varying levels of 
development through the programmes undertaken with the watershed approach can 
conceivably encompass two aspects; firstly, the extent covered by the programme or the 
expansion aspect and secondly, the nature of work undertaken within the watershed, or 
the qualitative aspect. To encapsulate these aspects at the macro level, the data available 
with the Ministry of Agriculture was utilized for this paper. For spatial coverage, 
cumulative percentage of area covered under NWDPRA from the inception of the 
projectiii until 2002 to the total geographical area across agro-climatic zonesiv have been 
taken into consideration. To capture the qualitative aspect, the financial allocation per 
unit area has been used as a proxy variable; the higher the amount per hectare, the better 
would be the scope for undertaking more effective activities under the programme. The 
above ‘implementation indicators’ were compared with these indices at agro-climatic 
zone level and state level respectivelyv; the purpose was to assess whether watershed 
programmes (NWDPRA taken as a case) are implemented with respect to these 
indicators. In other words, one of the important objectives of this study was to examine 
whether the resources in WDPs are allocated using some norm, and if so, identify the 
nature of this norm. 

 
Table 2. Correlation coefficients of efficiency indicators of watershed       

implementation and need-based indices of agro-climatic zones/states. 
Variables Resource base Demographi

c 
Standard of 
living 

Overall 
index 

Cumulative Spatial Spatial 
Coverage under NWDPRA $  

-0.23* -0.063 -0.243* -0.283* 

Expenditure Per Hectare of 8th -0.37 0.167 -0.015 0.167 
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over 9th plan # 
Note:  # State level; $ Agro-climatic zone level; * significant five percent level. 
 
     Table 2 attempts to capture the above-mentioned problem; coverage of area under the 
NWDPRA programme shows negative and significant relation with most of the need 
based indices while state-wise per hectare undertaken with the same programme reveal 
no relationship with the requirement resource-fragility, demographic, standard of living 
or overall requirement norms. Thus, the relative emphasis accorded in terms of spatial 
extent coverage under the project appear to be greater in the regions that are better off 
and lower in the ones that are worse off. Therefore, it may not be an over-statement to 
note that NWDPRA seems to have been implemented in an ad-hoc manner, without 
taking into consideration any norms for allocating resources across regions 
     The region and state-wise positions for spatial expansion and expenditure per hectare 
emerges more clearly from Figure 1 and Table 3 respectively. Table 4 has been derived 
from computing the deviation of ranks of agro-climatic zones in terms of spatial coverage 
and the overall need-based index. 

 
 

 
 
 
 
 
 
 

     A high positive deviation for any region would place it in the category of a relatively 
favoured region, where the WDP coverage rank is higher than that of its need-based rank. 
Similarly, a region with a very low negative value would indicate that it has been 
neglected relative to its requirement position vis-à-vis the rest of the regions. A region 
characterized by no deviation or a zero its relative priority in implementation as per its 
need-rank. 

N

EW

S

Deviation Index
> 30 
10 - 30
-10 - 10
-30 - -10
< -30

Figure 1. Deviation index for area coverage among agro-climatic 
zones. 
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     Figure 1 shows the deviation across all agro-climatic zones of India and as can be 
observed, the entire western coastal region, West Bengal, parts of Punjab and Uttar 
Pradesh, are the more favoured regions. While some states like Maharastra, Andhra 
Pradesh, Assam, and Uttar Pradesh show substantial disparity in the deviation across the 
state.  States such as West Bengal, Kerala, Rajasthan, and Madhya Pradesh have 
performed more uniformly in terms of watershed area coverage vis-à-vis the requirement 
of their agro-climatic zones. 
 
Table 3. Comparison of expenditure per hectare and need-based index among 
various states of India. 
 

 High Medium Low 
High Maharastra Orissa, 

Karnataka, 
Kerala 

Medium Andhra Pradesh, Himachal 
Pradesh 

Bihar, Assam  

 
 
 
 
Expenditur
e 

Low Madhya Pradesh Gujarat Goa, Harayana, 
Punjab, West 
Bengal 

 
     Table 3 portrays the situation with respect to per hectare expenditure within the 
watershed area, which may be treated as the proxy variable for quality of work done 
within the watershed area, at least in terms of policy decisions. While some of the states 
spend as per their relative position with respect to the need-based index, states like Kerala 
and Madhya Pradesh represent two extremes of note.  While Kerala gets to spend much 
more per unit of area in relation to its position in relation to its need based position, 
Madhya Pradesh is the most neglected state, where the need is extremely high and the per 
hectare expenditure very low. 

 
Watershed Level Prioritisation: Framework Using Remote Sensing Data 
 
     The prioritization of villages at the watershed level rests with the Project 
Implementing Agency (PIA), the constitution of which varies from watershed to 
watershed, depending of the degree of involvement of the state Governments, non-
governmental organisations, international funding agencies, etc. However, at this level, at 
least as per the new Watershed Guidelines put in place by the Hanumantha Rao 
Committee in 1994, some form of participation of people living within the watershed is 
mandatory. Thus, prioritisation at this level is important and has direct bearing to the 
success of the programmes, given the limited resources. Prioritization within a watershed 
cannot adopt the same criteria as used for the macro-framework, as the selected villages 
within a watershed usually get full coverage and uniform financial allocation per unit of 
area. However, funding for any watershed development programme is usually available 
in phases. Initially, it needs to be decided whether all villages within the watershed need 
to be covered by the programme; in the next step, villages where the programme is to be 
implemented need to be grouped using some objective criteria as the programme cannot 
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be started at all villages at the same time and has to be synchronized with the phases in 
which the funds are released. There would be no contention about the concept that 
villages having early implementation are in a distinctly advantageous position, as the 
activities undertaken in these villages can be monitored and corrected within the duration 
of the programmevi. 
     For this section, we suggest a framework for categorising villages into groups, once 
again using a need-based approach and taking into account the several criteria that are 
related directly to the specific objectives of the watershed development programme. For 
this purpose, an empirical example of Dangri Watershed located in Panchkula District in 
Haryana has been used, where Integrated Watershed Development Programme funded by 
the World Bank and Haryana Government (70 percent and 30 percent respectively) and 
implemented entirely by the Department of Agriculture, Haryana was in operation 
between 1999 and 2004. Keeping in line with the earlier section, we also assess the 
efficiency of prioritization of this project with respect to the framework of efficiency 
developed in this study. Here the access to the database is crucial, and we have, to a large 
extent depended on remote sensing data to derive relevant indicators at the village-level 
to construct the index (Table 6). 
     One of the primary objectives of a watershed development programme undertaken in 
semi-arid tropics is to arrest the process of soil erosion, which is known to have a 
multiplier effect on rural natural resource management, which in turn has a direct bearing 
on rural livelihood status. For this reason, susceptibility to soil erosion can be used as one 
of the basic criterion for watershed prioritisation.  
     Soil erosion modeling is an important component for analyzing the efficacy of WDP.  
GIS has gained in importance in terms of providing a tool for soil erosion modeling 
which uses both processed remote sensing and ancillary data. A number of modeling 
approaches, both quantitative and qualitative are currently used. Morgan, Morgan and 
Finney (MMF) model is a process-based model which has been used for our purpose. 
Physical process-based models predict the spatial distribution of runoff and sediment 
over the land surface during individual storms in addition to the total runoff and soil loss.  
     The MMF model has been divided into a water phase and a sediment phase.  The 
sediment phase computes the soil loss as a result of detachment of soil particles as a 
result of overland flow, while the water phase computes the rate of soil detachment due to 
the splash effect of erosion. The input parameters used in the MMF model are provided in 
Table 4. For calculating the A, Et/Eo and C values, time weighted averages have been 
used for different cropping systems. Some of the important examples of the values taken 
are shown in Table 5. 
 
            Table 4. Parameters used in MMF model for soil erosion. 

Sl. 
No. Parameters 

Description 

1 MS Soil moisture content at field capacity (%w/w) 
2 BD Bulk density of the top soil (Mg/m3) 
3 RD Top soil rooting depth (m) 
4 K Soil detachability index (g/J) (weight of soil 

detached from the soil mass per unit of rainfall 
energy) 
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5 S Steepness of the ground slope expressed as the 
slope angle (in radians) 

6 R Annual rainfall (mm) 
7 Rn Number of rainy days 
8 I Typical value for intensity of erosive rain 
9 A Percentage rainfall contributing to permanent 

interception and stemflow. 
10 Et/E0 Ratio of actual to potential evapotranspiration 
11 C Crop cover management factor 

 
 
Table 5. The weights and values given for selected parameters in MMF 
model. 

Crops/land use Time 
weight 

A Et/Eo C 

Forest 12 20 1 0.001 
Paddy 4 43 1.35 0.72 
Wheat 5 43 0.5 0.65 
Scrub 5 15 0.15 0.90 
Barren - 0 0.05 1.00 
Other Crops 4 25 0.7 0.47 

NB: Adopted from Morgan, Morgan, Finney, 1984vii. 
 
 
Operating functions for the Morgan, Morgan, and Finney method of prediction of 
soil-loss.  

 
     To carry out the soil erosion modeling, the basic layers that are required are soil, the 
satellite-derived land use map, and the digital elevation model. The flow diagram for this 
model has been provided in the Appendix. The soil-loss was worked out for 1998 and 
2003. From the results derived from the MMF model, which provides estimates of both 
periods, area weighted average of soil loss was derived for each village within the 
watershed. These average soil losses for both periods were ranked and divided into 
clusters of villages, going by the number of villages selected each year in IWDP of the 
Dangri Watershed. The numbers of villages in different categories accordingly were 11 
for highest priority, 14 for high priority, eight for moderately high priority, eight for 

Water Phase:  
E= R (11.9+8.7log10(J))  and Q= R exp (-Rc /Ro)  
Where, Rc = 1000 MS.BD.RD (Et/Eo)0.5  & Ro = R/Rn  
 
Sediment Phase: 
F = K(Ee-aA)b.10-3 & G = C Qd sin (S). 10-3 
 
E= Kinetic energy of rainfall (J/m2); Q = volume of overland flow (mm) 
G = transport capacity of overland flow (kg/m2); F = rate of soil detachment by 
raindrop impact (kg/m2) 
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moderate priority, and 35 for low priority. These category classes (0, 1, 2, 3, and 4) were 
then subtracted from the ranks of the IWDP rankings.  
     The second criteria that was used for prioritization was an overall need-based index 
adopting similar method as in the earlier section; the variables and their data source has 
been provided in Table 6. The first principal component explains about 40 percent of the 
variation in the data set. 
 
Table 6. Variables selected for composition of overall WDP prioritization. 
Sl. 
No. 

Variables Specifications Data Source 

1. Soil erosion 
(tons/hac) 

Resource variable (1997-98, 
derived from MMF model) 

Remote sensing & GIS 

2 Female literacy (%)  Indicator for social 
awareness 

Census 

3 Proportion of 
cultivated area to 
total area (%) 

Resource variable Remote sensing 

4 Cultivable area per 
household (ha/hh) 

Demographic variable Remote sensing and 
Census 

5 Percent of cultivable 
area under double 
crop 

Economic variable Remote sensing 

 
     The soil-erosion criterion (1997-98) shows a reasonable degree of correspondence 
with the watershed prioritisation (Table 7), with around 43 percent of the villages 
showing no deviation in the hierarchical group classification between the two sets of 
clusters. Around 18 percent of the villages show a deviation greater than three, out of 
which only around seven percent of the villages are such which have been given lower 
priority in relation to their position of ecological fragility measured by soil erosion 
criterion. The soil erosion (2001-03) based ranking show a marginally higher degree of 
correspondence compared with WDP ranking compared to the earlier season. 

  

 Table 7. Rank correlation between ranks of need-based index and actual 
 prioritization. 

  
Soil erosion 
Criteria Overall Index 

Correlation Coefficient 0.40 0.58 
Significance (2-tailed) 0.00 0.00 
N 75 73 

 
     Rank correlation between soil erosion criteria for both years shows reasonably high 
correlation both of which are significant at one percent level of significance. Thus, as per 
the soil erosion criterion, the prioritisation of WDP villages can be said to be fairly 
efficient. Figure 2, however, shows that the according to the overall criteria, the hilly 
underdeveloped villages of Morni Block (Nagal, Morni and Balig) have been neglected, 
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where watershed development programmes should have been undertaken on the first 
phase of implementation. 
 

 
Figure 2. 
 

     The prioritisation criteria can be further improved by including infrastructure variables 
as percentage of irrigated area, connectivity of villages, percentage of households 
electrified, percentages of population served by primary health care centers, and 
proportion of population having middle or high school education. There are nevertheless 
clear indications that an overall perspective of development has been followed in the 
Dangri Watershed for prioritisation of villages. 

 

Conclusions 
     Our analysis brings out the need to adopt a framework for ranking macro and micro 
regions to enhance the efficacy of watershed development programmes in India. As case 
studies, we have evaluated NWDPRA, one of the most important watershed development 
programmes in India in terms of its spatial coverage that is implemented by the Ministry 
of Agriculture at the macro level, and IWDP undertaken in an ecologically fragile zone of 
a developed state in India at the micro level. The case studies were attempted primarily to 
demonstrate the feasibility of evaluation of prioritisation of WDPs both at the macro and 
micro levels and not precisely for the purpose of assessing watershed development 
programmes in India. However, our findings do shed some light on the state of 
implementation of WDPs in India. First, it appears that the central government has had no 
particular norm in allocating resources for watershed programmes. Experience in terms of 
impact of these projects varies from region to region, and, project to project; 
undoubtedly, some projects have been far less effective than others (Rao, 2000; 
Deshpande and Reddy, 1991). One of the important reasons, other than that of varying 
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degrees of peoples’ participation that have been explicitly brought out by recent literature 
(Reddy, et al, 2004; Kolavalli and Kerr, 2002; Shah, 2000), could be allocation of 
watershed resources in an ad-hoc manner. 
While no generalization can be made from the finding of the micro level case study, its 
successful prioritization points toward the fact that contrary to the notion that state 
governments are by and large ineffective implementers of land development 
programmes, state machinery can be adequate and efficient provided that the monitoring 
system in place is rigorous.viii 
     The findings of our study point toward the need to review the current policy 
implementation and include relative fragility of different agro-climatic zones as a 
criterion for resource allocation within its policy framework. In this context, a careful 
evaluation of indicators reflecting vulnerability position or risk status of different regions 
would be necessary.  
     Given the objectives set out by the common guidelines set out by all watershed 
development programmes (GOI, 2000), which takes into account a holistic perspective of 
rural livelihood, it is clear that while the physical processes determining ecological 
fragility is extremely important, the social and economic position of the states/agro-
climatic regions/villages are crucial for prioritisation. Ideally, such a holistic perspective 
should take into account, along with socio-economic standing of the villages, the 
infrastructural conditions too, such as connectivity, irrigation, and electricity facilities. 
Understandably, data availability at different levels would vary and there is a need to 
work out consistent need-based indices at different levels of prioritization as much as 
possible. Remote sensing data at the village-level prioritization offers interesting 
possibilities and has the potential to greatly contribute to more efficient policy 
formulation. 
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Abstract 
 
     Output from an ensemble of seven global climate models for contemporary and future 
scenario climates was used to drive the Soil and Water Assessment Tool (SWAT) to examine 
components of the hydrologic budget for the Upper Mississippi River Basin (UMRB).  Results 
showed only modest increases in precipitation (+6%) and streamflow (+3%) but substantial 
reduction in snowfall (-37%) for the UMRB for the end of the 21st century.  The low-resolution 
of global models contributes to biases in some but not all hydrologic components, most notably 
evapotranspiration, potential evapotranspiration, and baseflow.  Ensemble results indicate an 
increase in baseflow (+12%) and decrease in runoff (-20%) for the future scenario. Such changes 
would likely decrease sediment loading of streams, but influences on the fate of fugitive nitrates 
are indeterminate from this preliminary study.   
 
Introduction 
 
     Recent observations and modeling suggests acceleration of the hydrological cycle at high 
latitudes in the Northern Hemisphere (Stocker and Raible, 2005; Wu et al., 2005).  Detailed 
evaluation of the spectrum of precipitation events for the central US (Groisman, et al, 2005) 
reveal that the occurrence of extreme intense precipitation events has increased over the 
twentieth century.  Most notably, however, all of this increase (20% increase, statistically 
significant at the 0.01 level) occurred during the last 30 years of the twentieth century.    
Assessments of local and regional impacts of changes in the hydrological cycle in future climates 
call for improved capabilities for modeling the hydrological cycle and its individual components 
at the subwatershed level.   
     Takle et al. (2005) report a preliminary study to determine the ability of global models to 
produce suitable inputs for the Soil and Water Assessment Tool (SWAT) watershed model 
(Arnold and Fohrer, 2005) to simulate components of the hydrological cycle in the Upper 
Mississippi River Basin (UMRB).  By comparing observations of streamflow at Grafton, Illinois 
with simulated results, we found that no individual low-resolution global model was able to give 
a distribution of annual flows that was not statistically different from the mean of observed 
values.  However, the ensemble of nine models did produce credible distribution that was 
statistically significant.  Also, the one model for which we had both high-resolution and low-
resolution versions produced annual streamflows not statistically different from observations at 
high resolutions even though results from its low-resolution sister model were statistically 
different from observations.   
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     Streamflow models such as SWAT accept a wide range of meteorological datasets and use 
internal weather generators to fill in key missing values and create refined details, such as the 
partitioning of daily precipitation between rain and snow. Because Jha et al. (2004) showed that 
UMRB SWAT provided good results for annual streamflow while having larger uncertainty of 
monthly values, it is not clear whether either spatial or temporal refinement of global model 
results is warranted for simulating streamflow for this watershed. Use of data directly from 
global climate models is an alternative to using regional climate models or statistical models to 
downscale global results.  Coupled atmosphere-ocean global climate models have improved 
physical process models and process resolution since the last assessment of the 
Intergovernmental Panel on Climate Change (2001).  Furthermore, advances in computing 
capabilities now permit the use of multi-model ensembles, which we have shown (at least for one 
region and one period) to provide a reliable source of weather data for assessing streamflow 
(Takle et al., 2005).   
     We report herein an extension of the results reported by Takle et al. (2005) in that we 
examine a subset of the global ensemble used in that study to evaluate impacts of increases in 
atmospheric greenhouse gas concentrations on future streamflow in the UMRB.  We use 21st  
century results of seven global climate models being made directly available for the IPCC 4th 
Assessment Report [PCMDI, 2005] as input to SWAT for calculating components of the 
hydrological cycle in the region experiencing changes in the hydrological regime over the last 30 
years (Pan et al., 2004; Groisman et al., 2005). 
 
Domain 
 
     The UMRB has a drainage area of 447,500 km2 up to the point just before the confluence of 
the Missouri and Mississippi Rivers near Grafton, Illinois (Figure 1).  Land cover in the basin is 
diverse and includes agricultural lands, forests, wetlands, lakes, prairies, and urban areas.  The 
river system supports commercial navigation, recreation, and a wide variety of ecosystems.  
     For modeling with SWAT, the basin is divided into 119 subwatersheds, with each 
subwatershed being subdivided into hydrological response units (HRUs) such that the basin 
consists of 474 HRUs.  One hundred eleven weather stations relatively uniformly distributed 
throughout the basin provide observed climate data used as input to the hydrological model for 
simulating baseline streamflows.  Details of land use, soils, and topography data for the UMRB 
are provided in Jha et al. (2004).  Our study domain lacks fine-scale orographic features that 
would surely otherwise compromise the ability of GCMs to describe the spatial distribution of 
hydrological processes over a region containing only a few GCM grid points.   
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Figure 1. The Upper Mississippi River Basin (UMRB) and delineated subwatersheds. 
 
      
 
 
Models 
 
SWAT Model 
     SWAT (Arnold and Fohrer, 2005) is a continuous time, long-term, watershed scale hydrology 
and water quality model.  The model was developed to predict the impact of land management 
practices on water, sediment and agricultural chemical yields in large complex watersheds with 
varying soils, land use and management conditions over long periods of time.  It is a physically- 
based model and uses readily available inputs.  It operates on a daily time-step and is 
computationally efficient.  The model is not designed to simulate detailed, single-event flood 
routing. 
     Subdivision of the watershed into HRUs enables SWAT to reflect differences in 
evapotranspiration for various crops and soils.  Flow generation, sediment yield, and non-point-
source loadings estimated for each HRU in a subwatershed are summed, and the resulting loads 
are routed through channels, ponds, and/or reservoirs to the watershed outlet.  Upland 
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components include hydrology, weather, erosion/sedimentation, soil temperature, plant growth, 
nutrients, pesticides, and land and water management.  Stream processes considered in SWAT 
include channel flood routing, channel sediment routing, and nutrient and pesticide routing and 
transformation.  The ponds and reservoirs component contains water balance, routing, sediment 
settling, and simplified nutrient and pesticide transformation routines. 
    Meteorological input to SWAT includes daily values of maximum and minimum temperature, 
total precipitation, mean wind speed, total solar radiation, and mean relative humidity.  The 
hydrologic cycle, as simulated by SWAT at the HRU level, is based on the balance of 
precipitation, surface runoff, percolation, evapotranspiration, and soil water storage.  SWAT 
takes total daily precipitation from models or observations and classifies it as rain or snow using 
the average daily temperature.  The snow cover component allows non-uniform cover due to 
shading, drifting, topography, and land cover and is allowed to decline non-linearly based on an 
areal depletion curve.  Snowmelt, a critical factor in partitioning between runoff and baseflow, is 
controlled by the air and snow pack temperature, the melting rate, and the areal coverage of 
snow.  On days when the maximum temperature exceeds 0ºC, snow melts according to a linear 
relationship of the difference between the average snow pack maximum temperature and the 
base or threshold temperature for snowmelt.  The melt factor varies seasonally, and melted snow 
is treated the same as rainfall for estimating runoff and percolation.  SWAT simulates surface 
runoff volumes for each HRU using a modified SCS curve number method (USDA Soil 
Conservation Service, 1972).  Further details can also be found in the SWAT User’s manual 
(Neitsch et al., 2002).  The version of SWAT used to produce results reported herein is the same 
model calibrated for the UMRB baseline conditions that was reported in Jha et al. (2004). 
 
Global Climate Models  
     Global model results that included daily values needed for our simulations of future scenarios 
were available from seven models (see Table 1) in the IPCC Data Archive (PCMDI, 2005), 
including two versions of models from two of the laboratories. While not spanning the full range 
of model variability and giving disproportionate weight to models from these two laboratories, 
the results do provide a useful and preliminary view of the hydrologic cycle components 
resulting from direct use of data generated by multiple GCMs.  Takle et al. (2005) found that 
streamflow data resulting from the GCM ensemble consisting of models used here plus two more 
were serially uncorrelated at all lags and formed unimodal distributions, suggesting that the data 
may be modeled as independent samples from an identical normal distribution.  The test of the 
hypothesis of zero difference between mean annual streamflow of the pooled GCM/SWAT and 
OBS/SWAT results gave a p-value of 0.5979.  This suggests that use of GCM ensemble results 
may provide a valid approach for assessing annual streamflow in the UMRB.  Model outputs 
from runs of seven of the nine models examined by Takle et al. (2005), i.e. those having output 
for the twenty-first century (21C) A1B emission scenario (IPCC, 2001) for the period 2082-
2099, were used in this analysis. 
 
Influence of Model Resolution 
     The UMRB has nominal dimensions of 7o N-S by 5o E-W.  A comparison of these dimensions 
with the model resolutions in Table 1 shows that the number of grid points “representing” the 
basin for the low-resolution models ranges from about two for the NASA model to seven for the 
GFDL model, and that the high-resolution MIROC model has about 27.  By contrast, 111 
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weather stations were used to represent baseline climate in the region (corresponding to a grid 
spacing of about 0.6o x 0.6o, if they were uniformly distributed).    
 
Table 1. Global models used in the SWAT-UMRB simulations. 

Institution Model Name Long. x Lat. 
Resolution 

W/m2 Cl. 
Sens. 

NOAA Geophysical Fluid Dynamics 
Laboratory (USA) GFDL-CM 2.0 2.5 o x 2.0 o 2.9 

Center for Climate System Research 
(Japan) 

MIROC3.2 
(medres) 2.8 o x 2.8 o 1.3 

Center for Climate System Research 
(Japan) MIROC3.2 (hires) 1.125 o x 

1.125o 1.4 

Meteorological Research Institute (Japan) MRI 2.8 o x 2.8 o 0.86 

NASA Goddard Institute for Space 
Studies (USA) GISS-AOM 4o x 3o 2.6 

NASA Goddard Institute for Space 
Studies (USA) GISS-ER 5o x 4o 2.7 

Institut Pierre Simon Laplace (France) IPSL-CM4.0 3.75 o x 2.5 o 1.25 

 
Ideally, a simulation with SWAT would have at least one weather station per subbasin.  While 
this condition is approximately met for the observing network in the UMRB, this requirement 
needs to be reconsidered when climate model data are used.  It is instructive to consider the 
impact of model resolution on simulated hydrology. 
     Evapotranspiration (ET) and potential evapotranspiration (PET) generally will be under-
predicted when low-resolution weather data are supplied to SWAT (assuming no changes due to 
orographic influences and the model does not have a high temperature bias). The Clausius-
Clapeyron equation is an exponential function of temperature, so high temperatures 
proportionately lead to more evaporation/transpiration than low temperatures compared to a 
linear dependence.  Low-resolution models do not capture temperature extremes (either high or 
low) as well as high-resolution models, and missing extreme high temperatures has a much 
larger impact than missing extreme low temperatures.   

 
Influence of Model Biases 
     It is noteworthy that precipitation, snowfall, and runoff are “events” whereas snowmelt, 
baseflow, ET, PET, and total water yield are continuous values.  Snowfall (partitioning of 
precipitation to snow fraction) depends on temperature on the day of snowfall.  ET and PET 
depend on temperature every day (more so in the warm season).  Other components are not 
directly (although they are indirectly) dependent on temperature.   
     A cool bias in the cold season of a GCM model will lead to excessive snowfall (assuming 
total precipitation is accurately simulated).  A comparable warm bias would result in too little 
snow, of a more-or-less comparable amount.  A cool bias will also lead to reduced ET and PET, 
particularly if the bias is in the warm season.  A comparable warm bias would produce excessive 
ET and PET of an amount exceeding the reduced values for a cool bias, as previously discussed.  
Since the basin has no permanent snow, annual snowmelt tracks annual snowfall and is 
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unaffected by temperature bias.  Likewise, runoff is unaffected by temperature bias.  Baseflow 
and total water yield are not directly affected by temperature but are affected indirectly.  High 
bias on temperature will elevate ET and PET and consequently reduce baseflow, without impact 
on runoff, thereby reducing total water yield.  Likewise low bias on temperature will increase 
water yield (other factors being equal, of course).   
     Climate models generally produce too many light rain events and too few intense events 
(Gutowski et al., 2003) even if rainfall totals are accurate.  The impact of this bias, compared to 
the true intensity spectrum, is to reduce runoff and increase ET and/or baseflow.  Low bias on 
rainfall likely would lead to low runoff, baseflow, ET, and hence water yield, while excess rain 
would have the opposite effect.  Biases in wind speed, solar radiation, and humidity would likely 
have less prominent effects in this basin.     
     We sometimes casually consider observations to be unbiased, but they too may have 
systematic errors.  Cooperative weather stations from which data are collected in the UMRB 
have operators that check instruments once daily, either at 7 AM (morning station) or at 5 PM 
(afternoon station).  Morning stations tend to have a low-temperature bias and afternoon stations 
a high-temperature bias (Takle, 1995), which could impact SWAT through calculation of snow 
fraction in winter and ET and PET in the warm season.  For the present study we expect 
observational biases to be less than model biases. 
 
Results 
 
Biases 
     Rainfall gauges from the 111 locations in the UMRB provided measurements of precipitation, 
and gauge data from Grafton, IL provided measurements of streamflow.  However, since no 
other hydrologic components were measured, we estimate these with SWAT-derived hydrologic 
components created with weather station input (OBS/SWAT).  Comparison of calculations of 
streamflow by SWAT using observed weather input with gauge data revealed that SWAT 
introduces a slight positive bias to annual streamflow but represents the interannual variability 
quite well (Takle et al., 2005).  Biases generated by the combination of GCM and SWAT (Table 
2) were calculated by comparing GCM/SWAT results with OBS/SWAT results.  
     The GCMs generally underestimate annual precipitation in the region on average, by a 
modest amount, but overestimate streamflow.  Most models produce too much snow but are 
quite inconsistent regarding the amount of runoff produced.  Baseflow is uniformly high 
compared to SWAT results produced by station-derived weather, but PET and ET are uniformly 
low.  Total water yield was overestimated by all but one model.    
     The discussion presented in the previous section and data from Table 2 provide insight for 
interpreting these results.  The components for which the models produce the most consistent 
results are ET and PET, which are quite uniformly underestimated (by 25% and 38%, 
respectively).  Although this could signal a uniform positive temperature bias in the warm 
season, we suggest the more likely cause is the coarse resolution of the models (see previous 
section).  It is noteworthy that the only high-resolution model of the ensemble (MIROC3.2-hires) 
has the lowest bias of all models for both ET and PET.  The deficiency in ET forces a model to 
partition more soil water input to baseflow, which is a likely explanation for uniformly excessive 
baseflow across the ensemble.  And because baseflow is the dominant contributor to total water 
yield, which also is over-predicted by all but two models, we can say with some confidence that 
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streamflow is over-predicted in this basin by global models because of failure to resolve daily 
maximum temperatures in summer due to coarse resolution.   
 
 
Table 2. Model biases and climate change for each hydrological cycle component. 
Hydrologic 
Comp/Model Bias(%) Change (%)  

Hydrologic 
Comp/Model Bias(%) Change (%) 

Precipitation    Snowfall   
       
GFDL 2.0 22 1  GFDL 2.0 81 -32 
GISS AOM -12 17  GISS AOM 6 -22 
GISS ER -12 25  GISS ER -19 3 
IPSL -6 0  IPSL 71 -43 
MIROC-hi -3 -4  MIROC-hi -12 -80 
MIROC-med -13 -12  MIROC-med -7 -65 
MRI -16 16  MRI 13 -18 
Mean -6 6  Mean 19 -37 
       
Snowmelt    Runoff   
       
GFDL 2.0 83 -32  GFDL 2.0 155 -30 
GISS AOM 5 -20  GISS AOM -24 -2 
GISS ER -19 5  GISS ER -39 32 
IPSL 73 -43  IPSL 73 -31 
MIROC-hi -12 -79  MIROC-hi -9 -38 
MIROC-med -6 -65  MIROC-med -30 -63 
MRI 13 -17  MRI -21 -7 
Mean 20 -36  Mean 15 -20 
       
Baseflow    Potential ET   
       
GFDL 2.0 176 4  GFDL 2.0 -54 45 
GISS AOM 50 43  GISS AOM -42 5 
GISS ER 76 45  GISS ER -49 5 
IPSL 22 -5  IPSL -34 46 
MIROC-hi 63 -12  MIROC-hi -24 37 
MIROC-med 27 -32  MIROC-med -29 32 
MRI 11 38  MRI -34 14 
Mean 61 12  Mean -38 27 
       
ET    Total Water   
       
GFDL 2.0 -37 16  GFDL 2.0 154 -8 
GISS AOM -26 7  GISS AOM 16 33 
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GISS ER -30 12  GISS ER 27 43 
IPSL -25 12  IPSL 33 -17 
MIROC-hi -18 6  MIROC-hi 29 -18 
MIROC-med -20 3  MIROC-med 0 -40 
MRI -22 12  MRI -7 25 
Mean -25 10  Mean 36 3 
 
 
Climate Change 
     Although there is inconsistency among models, the mean precipitation created by the 
ensemble suggests an increase of 6% due to climate change.  ET and PET calculations give 
positive changes for all models, with more uniformity in ET.  These changes likely result from 
temperature increases in the warm season.  Substantial decreases in snowfall suggest that 
warming is strong in winter as well.  Runoff decreases substantially for most models, possibly 
due to enhanced drying of soils (due to enhance ET) between rains, which then can hold more 
precipitation when the next event occurs.  Total water yield shows wide variance among the 
models, with the ensemble mean showing almost no change from the contemporary climate.   
 
Impact on Water Quality 
     Although a detailed study of changes in water quality with climate change was beyond the 
scope of this study, we can infer some possible trends from the hydrologic components.  Fugitive 
nitrates and sediment from the landscape are both carried by overland flow related to runoff.  
However, the dominant pathway for nitrate loss is through leaching to groundwater and then via 
baseflow or tile drains (Randall, 2001). Results show a substantial decrease in runoff in the 
future climate but increase in baseflow, although with less agreement among models.  From this 
we might speculate that both sediment and nitrate loading of streams would decrease due to 
decreased runoff but that nitrate leaching might increase.  Therefore, although water quality 
might improve due to reduced sediment, the loading due to nitrates is less clear but might 
increase.   
     A caveat to the previous analysis is related to the spectrum of intensity of rainfall events that 
is likely to occur.  Recent observations (Groisman et al., 2005) and projections by regional 
climate models of future scenario climates (Gutowski et al., 2003) suggest an increase in extreme 
rainfall events, even if there is no change in total annual rainfall.  In Europe, in fact, reports 
(Christensen and Christensen, 2003) suggest that this effect could lead to more flooding and, at 
the same time, more droughts due to fewer but more intense precipitation events that are more 
widely separated in time.  If this should be the future for the UMRB as well, the reduced runoff 
might mask a more subtle mechanism for increasing overland loss of sediment and nitrate. 
 
Conclusions 
 
     Output from an ensemble of seven GCMs was examined for use in driving a regional 
hydrological model for contemporary and future scenario climates.  Ensemble mean results 
showed only modest changes in precipitation and streamflow for the UMRB for the end of the 
21st century (increases of 6% and 3%, respectively).  Snowfall is substantially reduced over the 
basin in the future scenario climate (down 37%).  Low resolution of global model results 
contributes to low biases in ET and PET, which, in turn, give high biases for baseflow.  Despite 
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these biases an increase in baseflow of 12% and decrease of runoff of 20% are simulated for the 
future scenario.  These results suggest that both sediment and nitrate loading of streams would 
decrease due to decreased runoff, but that nitrate leaching to groundwater and eventually to 
streams might increase.  Therefore, water quality might increase due to reduced sediment, but 
further studies are needed to determine whether increased nitrate leaching would be more than 
offset by reduced nitrate overland flow.  These results do not account for possible changes in 
storm intensity that might increase overland flow even with no change in total precipitation. 
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Abstract 
 

     Many comprehensive models have been developed for use at the small scale (field, patch); 
however, there is a need for models applicable to the watershed scale. Most conceptual 
hydrological models cannot provide the data needed to calculate the nitrogen transformations 
in soils, and it is difficult to couple them with the comprehensive nitrogen-leaching models. 
Furthermore, some researchers show that the mobile-immobile water concept, or a division of 
the soil pore space into slow and fast flowing regions can improve the results of nitrogen 
modelling. Hydrological models developed for watersheds usually ignore the non-equilibrium 
water movement. MACRO model has been developed in Sweden for water and solute 
transport, which takes into account the non-equilibrium fluxes of water in soils with 
macropores. This model has been elaborated for use on the field scale and it is coupled with 
another well-known field scale model SOILN, which simulates nitrogen turnover and 
leaching. The objective of this paper was to show that field scale models may be adapted to 
the watershed scale. The differences between the small homogeneous fields and the 
heterogeneous watersheds are very significant.  
 
1. The zone of aeration is usually thin in areas located close to permanent streams, and quite 
thick in areas located far from streams and especially on hills. The soil profile with a thin 
zone of aeration will be saturated very quickly, and will start producing the surface runoff. 
On the other hand, the soil profile with a thick zone of aeration needs much more water for 
saturation and very rarely produces surface runoff.  
 
2. The discharge at the watershed outlet depends on the performance of its river system. The 
larger the watershed, the more time is needed for water to reach the outlet of watershed. This 
leads to differences in the time lags between water flows to the outlet of a small field and to 
the outlet of the whole watershed. The time lag may vary from several hours for small 
watersheds with areas of several square kilometers to several days for watersheds with areas 
of several thousands a square kilometers. Moreover, the river system usually acts as a chain 
of reservoirs that smooth variations in water flow and quality.  
 
Two different field scale models were tested on the watershed scale. One of them is based on 
the mobile-immobile water concept and other one ignores the non-equilibrium water 
movement. 

 
 

Introduction 
 
     Elevated nitrate concentrations in surface and ground waters continue to be a matter of 
concern throughout the developed world (e.g. Burt et al., 1993; Worrall &Burt., 1999). High 
nitrate content can degrade surface water quality by promoting eutrophication. The river 
water in agricultural areas often contains high nitrate amounts due to anthropogenic sources 
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such as manure and fertilizers used on arable land. In many countries, non-point source 
pollution from agriculture represents the major source of nitrate pollution (Pfenning & 
McMahon, 1996). Therefore, there is a need to understand and predict the influence of 
agricultural practices on nitrogen export from catchments. Usually the modelling of nitrogen 
leaching includes two main tasks. The first is the modelling of water fluxes, because water is 
a carrier of nitrogen. The second task is the modelling of the nitrogen fate. Many 
comprehensive one-dimensional models have been developed for water flow and solute 
transport. Some of them may be found in Rood, 2004. The well-known SOILN model 
(Johnsson et al., 1987) describes fate of nitrogen in soil. This model works in conjunction 
with the SOIL model, which simulates water fluxes. Some researchers showed that division 
of the soil pore space into slow and fast flowing regions can improve the results of nitrogen 
modelling (Addiscott et al., 1992; Larsson & Jarvis, 1999). Therefore, other variants of the 
SOILN model has been developed, which works in conjunction with the MACRO model and 
takes into account the non-equilibrium fluxes of water in soils with macropores (Jarvis, 
1994). Some of the one-dimensional models work on the field scale. For example, the models 
MACRO, SOIL simulate horizontal fluxes to field drainage system and consequently, they 
are rather at field scale than pure one-dimensional models. Vassiljev at al. (2004) have 
proposed the method to adapt a field scale model for use at the watershed scale. The method 
is based on the assumption that a watershed may be represented by set of typical fields. Water 
and solute from these fields go directly into the river system and to watershed outlet. The 
method has been tested for MACRO and SOILN models developed (Larsson & Jarvis, 1999) 
for use in the case of dual-porosity soil profile. Calculations of interchange between micro 
and macro pores need much computer time. The objective of this study was to test the 
method of adaptation of the field scale model for the watershed for another couple of models 
– SOIL and SOILN.  The SOIL model does not simulate water exchange between 
macropores and micropores and therefore needs less time for calculations. Moreover, SOIL 
model simulates many more situations than MACRO model. Therefore, SOIL model would 
be preferred one in case it gives results, which do not differ much from results of the 
MACRO model. 
 
Method of Calculation 
 

The models MACRO (Jarvis, 1994), SOIL (Jansson, 1991) and SOILN (Johnsson et al., 
1987) are one-dimensional models developed for use at the field scale. In all of them, the soil 
profile is divided into homogeneous layers characterized by their physical and biological 
properties. The models are used in series such that the results from the hydrological model 
(MACRO or SOIL) are used as input data for the SOILN model. The driving input data for 
the hydrological model (MACRO or SOIL) include daily meteorological information: 
precipitation, air temperature, wind speed, vapour pressure, and solar radiation. 

The soil profile in the MACRO model is divided into two separate but interacting pore 
regions, the macropores and micropores, each characterized by the conductivity, vertical flow 
rate, and degree of saturation. The SOIL model does not simulate water exchange between 
macropores and micropores. 

To adjust the MACRO and SOILN models to the watershed scale, some procedures have 
been proposed in Vassiljev et al. (2004). They take into account the influence of a relief and 
river network. The differences between the small homogeneous fields and the heterogeneous 
watersheds are quite significant. Field scale models deal with one soil profile. Vassiljev et al. 
(2004) showed that even watersheds with one soil type and one land use type needs several 
soil profiles to represent different thicknesses of the zone of aeration within a watershed. The 
soil profile with a thin zone of aeration will be saturated very quickly and will start producing 
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surface runoff. Conversely, the soil profile with a thick zone of aeration needs much more 
water for saturation and very rarely produces surface runoff. 

The discharge at the watershed outlet depends also on the performance of the river system. 
The larger the watershed, the more time is needed for water to reach the outlet. This leads to 
differences in the time lags between water flows to the outlet of a small field and to the outlet 
of the whole watershed. The time lag may vary from several hours for small watersheds with 
areas of several square kilometres to several days for watersheds with areas of several 
thousands square kilometres. Moreover, the river system usually acts as a chain of reservoirs 
that smooth variations in water flow and quality.  

Vassiljev et al. (2004) used set of different soil profiles to take into account various 
thicknesses of the zone of aeration. Fractions of the watershed represented by each profile are 
calculated on the base of results obtained by hydrological model for each of them and 
measured water flow. Response functions have been used to model processes in the river 
system. The aim of this study was to test this approach for coupling of the one-dimensional 
models (SOIL and SOILN), which are used very often to simulate nitrogen leaching. This 
coupling of models takes less computer time for calculations but does not simulate nitrogen 
exchange between micropores and macropores. Therefore, the second aim was to compare 
results obtained in this study with ones obtained by the model, which simulates nitrogen 
exchange between micropores and macropores. Calculations have been performed for the 
watershed of the River Odense in Denmark with a watershed area 496 km2. 
 
Results and Discussion 

 
Vassiljev et al. (2004) have proposed to represent watersheds as a set of the typical, non-

interacting fields with different one-dimensional profiles. Water and nitrogen flows are 
calculated for each typical field (represented by their own soil profile) using the field scale 
model. Water and nitrogen flows for the whole watershed are calculated by equations 
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where Qt is water discharge at the watershed outlet at time t (days), Ii,t is water flow from 
the area represented by the ith soil profile at time t (in mm depth per day), and ki is the 
dimensionless coefficient representing areal fraction occupied by the ith soil profile (typical 
field), τ is the consecutive number of the ordinate of the response function (from 1 to M, and 
hτ is the dimensionless ordinate of the response function, P is precipitation (mm), WA is the 
share of watershed area occupied with the streams (fraction of one), a is a coefficient for 
transformation of mm depth per day into m3/s (= F/86400/1000, where F is watershed area in 
m2 and 86400 is the number of seconds in 24 h), Qb is base flow, ct is concentration at the 
watershed outlet (g/m3), ci,t is concentration at the outlet of the ith typical field, and cb is 
concentration in baseflow. Response function hτ is approximated by function with two 
parameters (Kalinin & Miljukov, 1957).  
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where Γ(n) is a gamma function, and n and r are dimensionless parameters. 
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Сoefficients ki, representing areal fraction occupied by the I-th soil profile, are obtained 
from the GIS system or by means of calibration. Calibration is possible only if there are data 
on measured water discharges during several years. Automatic calibration (Vassiljev at al., 
2004) especially needs a great deal of information on measured discharges. Besides, 
automatic calibration is based on comparison of the measured and simulated hydrographs and 
therefore coefficients, obtained by calibration, depend on the model as well (different models 
– different coefficients).  

Five different soil profiles have been used to represent differences in relief (Table 1).  

 

Table 1. Set of the soil profiles selected to represent the watershed.  

Profile A B C D E F (area of the river 
network) 

Whole depth (cm) 170 95 65 30 15 0 
Depth of the drainage system 
(artificial or natural) (cm) 95 80 50 20 10 0 

 
 

Solver procedures from Microsoft Excel were used to evaluate the parameters by 
minimizing the objective function, OF. 

2
sim,obs, )(min t

e

bt
t QQOF −= ∑

=

  (4) 

where b and e indicate the beginning and end of the time series used for optimization; and 
Qt,obs, Qt,sim are observed and simulated water discharge at the outlet of the watershed (m3 s-1). 

The time series divided into two parts. The first part (1991–1993) was used to calibrate the 
model. The second part (1994–1996) was used for validation, i.e. the parameters obtained by 
calibration on the first part of series were used in the calculations for the second half of 
series, to verify the model performance on independent data. The efficiency of the model was 
evaluated according to the formula used by Loague & Green (1991): 
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where Ci are the predicted values, Oi are the observed values, NN is the number of values, 
and Oav is the mean of the observed data.  

The efficiency of the model for the first half of the time series (calibration part) equals 
0.90 for the watershed model based on the SOIL model and 0.92 for the one based on the 
MACRO model. The efficiency for the second half of the time series (validation part) equals 
0.88 and 0.90 respectively. Figure 1 shows the comparison of the observed and simulated 
hydrographs for the period 1993–1994. One can see that the simulated discharges coincide 
quite well with the measured values for both models. Results obtained by MACRO and SOIL 
models are indistinguishable for the most part of hydrograph. High efficiency of the 
watershed model based on the SOIL model shows that SOIL model may be adapted for the 
watershed scale.  
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Figure 1. Discharge simulated by the SOIL and MACRO models (both adapted for 

modelling on the watershed scale) and observed water discharge in the River Odense (F 
= 496 km2). 

 
The water flow simulated by the SOIL / MACRO model was used to calculate the 

concentrations of nitrogen. The modelling of nitrogen concentration was performed using the 
same categories of the soil profiles (Table 1) with the corresponding SOILN model (it was 
mentioned above that SOILN model working with MACRO model adjusted for use in the 
case of dual-porosity soil profile (Larsson & Jarvis, 1999)). The fertilization rate was 140 kg 
ha-1 year-1. The leaching of nitrates was calculated for each typical profile. The transport 
(flow) of nitrates at the watershed outlet was calculated using Equation (2). The 
concentrations at the watershed outlet are estimated by dividing the flow of nitrates (Equation 
(2)) by water discharge (Equation (1)). Figure 2 shows the results for the period 1993–1994.  
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Figure 2. Simulated by SOIL + SOILN and MACRO +SOILN (all adapted for 
modelling on the watershed scale) and observed nitrate concentrations in the River 
Odense. 

 
One can see that results, obtained by MACRO and corresponding SOILN model, are 

closer to observed values. Concentrations obtained by SOIL and SOILN models oscillate 
around concentrations obtained by MACRO and SOILN models. There are also obvious 
reactions on fertilization in each year (peaks of simulated concentrations with values above 
20 mg/l). These oscillations show, in our opinion, that use of dual-porosity soil profile 
improves results. Thus, MACRO model is preferable to SOIL for simulation of the daily 
concentrations. Both models can be used for the simulation of the mean concentrations for 
the longer time (2-3 months). 

 
Summary and Conclusions 

 
     The investigation showed that the one-dimensional models SOIL and SOILN may be used 
on the watershed scale after adaptation by the method proposed in Vassiljev et al., (2004). 
Comparison of the results with results obtained by MACRO model showed that SOIL model 
simulates water flow with the same precision as the MACRO model. Results also showed 
that use of dual-porosity soil profile in MACRO model with corresponding SOILN model 
improves simulation of the daily concentrations significantly. Thus, MACRO model is 
preferable to SOIL for simulation of the daily concentrations. Both models can be used for 
the simulation of the mean concentrations for the longer time (2-3 months). 
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Abstract 
 

     SWAT was calibrated and validated to predict atrazine loads in streams for the period 
1996-2004 at eleven sampling sites, in northeast Indiana. This study was carried out within a 
comprehensive water quality monitoring and BMP research and assessment project, led by 
the USDA-ARS National Soil Erosion Laboratory (West Lafayette, Indiana), for the Source 
Water Protection Initiative in the St. Joseph River Watershed (268,000 ha).   
     SWAT performed well in predicting the general trend of atrazine concentration in streams 
over time, for daily and monthly time intervals. Daily streamflow calibration and validation 
had to be accomplished before starting pesticide calibration. During the validation period, 
Nash-Sutcliffe values varied from 0.33 to 0.60 for daily streamflow and between 0.64 and 
0.74 for monthly streamflow. Even though the model was not accurate for predicting atrazine 
levels at specific points, showing low Nash-Sutcliffe values, SWAT was consistent in 
presenting high coefficients of determination (R2), despite over and under predicting values. 
Monthly predictions were better than daily predictions, but three month running averages 
were not better than monthly average concentrations. 
     During the calibration period, monthly atrazine concentrations were predicted with an 
average R2 of 0.60 and a average Nash Sutcliffe coefficient of 0.38. In the validation period 
atrazine was predicted with an average R2 of 0.49 and an average Nash-Sutcliffe value of -
0.91. Large watersheds were not consistently better predicted than smaller watersheds, or 
vice versa. After validation, the total mass of atrazine released by the entire basin between 
2000 and 2003, for the period April-September, was closely predicted by the model in two of 
the four years. The observed average amount of atrazine released during the four seasons was 
1,002.1 kg/season, whereas SWAT predicted 950.1 kg/season. 

 
 

Introduction 
 
     The general goal of this study was to analyze the capabilities and performance of the 
SWAT model (Soil Water Assessment Tool, Arnold et al., 1998) to predict atrazine levels in 
streams and carry out a nonpoint source (NPS) pollution risk analysis for this pesticide, to be 
used as a complement of the NAPRA-GLEAMS system (Lim et al., 2001), at the basin scale.  
     SWAT was calibrated and validated for the period 1996-2004 at 11 sampling sites in 
northeast Indiana. This study was carried out within a comprehensive water quality 
monitoring and BMP research and assessment project, led by the USDA-ARS National Soil 
Erosion Laboratory (West Lafayette, Indiana), for the Source Water Protection Initiative in 
the St. Joseph River Watershed.  Watershed modeling is an integral component of the project, 
and the main purpose of this study was to evaluate the SWAT model for water quality 
modeling and its use in risk analysis. 
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     The St. Joseph River watershed is located in northeast Indiana, northwest Ohio, and south 
central Michigan, and encompasses 2,808.5 km2. The main stream of the watershed is the St. 
Joseph River, approximately 100 km long, which runs in a NE-SW direction until joining the 
Maumee River at Fort Wayne, IN. Since 1995, agricultural chemicals have been detected in 
the St. Joseph River at Fort Wayne. This river represents the source of drinking water for 
approximately 200,000 residents in Fort Wayne (SJRWI, 2004). Peak levels of atrazine 
higher than 3 ppb, (the EPA drinking water standard, EPA, 2004) have been reported at 
different sites in the watershed between 1995 and 1998 by a network of environmental groups 
(Environmental Working Group-EWG) and the St. Joseph River Watershed Initiative 
(SJRWI).  
     Water quality data recorded by SJRWI between 1996 and 2002 offer the possibility for 
calibration and validation of hydrologic models for the entire watershed, which may be used 
to simulate the impact of different management practices or any other kind of scenarios. In 
2002, the USDA-Agricultural Research Service started a program to study the transport and 
fate of agricultural chemicals in the sources of the water supply, as well as the impact of best 
management practices (BMP) implementation, in the St. Joseph River Watershed (Flanagan 
et al., 2003). 
     In previous evaluations, SWAT has shown good results when predicting runoff (Saleh et 
al., 2000; Spruill et al., 2000) and nitrogen and phosphorus levels in streams (Saleh et al., 
2000; Saleh and Du, 2002; Saleh et al., 2003).   SWAT daily predictions for atrazine were 
evaluated in Sugar Creek, Indiana by Neitsch et al. (2002) who reported an R2 of 0.21 and 
0.41 in the calibration and validation periods, respectively. 
 
 
Methodology 

 
     This project consisted of two parts. First, SWAT was calibrated and validated for 
streamflow at four USGS gauges. Then, the model was calibrated and validated at 10 
sampling sites within the study area for atrazine level in streams. Additionally, SWAT was 
validated for the entire basin at the main outlet for the period 2000-2004 using a more 
detailed daily dataset for the St. Joseph River. This data was recorded by personnel at the 
Three Rivers Filtration Plant, at Fort Wayne.    
     The St. Joseph River watershed is largely agricultural with major crops being corn and 
soybeans. Land use was grouped in five major classes where agriculture and pasture represent 
79.9% of the total area, forest 13.1%, wetlands 3.9%, and urban 3.1% of the total watershed 
area.    
     Soils in the watershed are generally poorly drained and the parent material is compacted 
glacial till. The topography of the watershed varies from rolling to nearly level plains. 
Erosion and over-saturation are the major soil limitations (SJRWI, 2004), and tile drainage is 
an important practice in some sectors of the basin. The average slope varies between 0 to 2%, 
and the predominant soil hydrologic groups are classes B and C on 24% and 73% of the area, 
respectively. The remaining 3% correspond to class A. 
     Input files for SWAT were organized based on GIS data supplied by the SJRWI. Weather 
data recorded at Butler, Garret, and Waterloo in Indiana and Montpellier in Ohio were used 
in this study. Daily streamflow recorded by the USGS at four of the five gages in the 
watershed were used to calibrate SWAT for streamflow. Those gages were located at Cedar 
Creek near Cedarville, Cedar Creek near Newville, the St. Joseph River near Ft. Wayne, and 
Fish Creek near Artic. Data from Fish Creek near Hamilton was not used in this study 
because of the presence of Hamilton Lake and the lack of information to calibrate the 
reservoir, which has an extension of 300 hectares. 
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     As for atrazine, SJRWI has been collecting water quality data since 1996 at 40 sampling 
stations throughout the watershed. For this study, only 10 sampling stations were selected, 
which provide continuous sets of observations of atrazine for the period 1996-2002. Model 
calibration and validation for atrazine were conducted at these sampling sites. To obtain 
monthly atrazine concentrations, average weighted values were calculated from weekly 
streamflow observation. 
    Additionally, data recorded by the Three Rivers Filtration Plant at Fort Wayne were used 
to validate the model at the main outlet of the watershed for the period 2000-2004. This 
dataset was supplied by the Office of the Indiana State Chemist. 

 
Atrazine Application Rates and Dates 
     Corn and soybean acreages have been assigned based on the proportion they are 
represented in the watershed according to the information supplied by the USDS-National 
Agriculture Statistics Service (NASS, 2004a).  Since SWAT cannot grow two different crops 
in the same Hydrologic Response Unit in the same year, two rotations (Corn-Soybean and 
Soybean-Corn) were assigned to different HRUs. This was done in order to get an average 
constant area of corn and soybeans according to the actual crop distribution. This is an  
important step in making a more realistic simulation of pesticide (atrazine in corn) and 
nutrient (N and P in corn and soybean) losses, since both crops require different rates and 
produce different biomass. Usual tillage, planting dates, and rates of application were set 
according to current farmer practices and information published by USDA-NASS.  
     For the simulation, the corn-soybeans rotation (corn in the first year and soybeans in the 
second year) represented 54% of the cropping area, and the soybeans-corn rotation the 
represented the remaining 46%. Thus, average corn acreage was 52% for the period 1986-
2004, which is slightly higher than the 48% recorded by NASS for the same period. 
     After establishing the corn and soybean acreage for the basin, two rotation scenarios were 
set to input the distribution of atrazine applications according to the planting dates of every 
year for the period 1996-2004, supplied by the NASS (NASS, 2004 a). The corn planted area 
progress, reported weekly for northeast Indiana, was used to set the application dates for 
atrazine for each year. Atrazine was applied three days after the reported planting date, at a 
rate of 1.46 kg/ha in only one application, according to the average use of that pesticide in 
northeast Indiana for 1996-2002 (NASS, 2004 b). In every hydrologic response unit (HRU) 
planted with corn, atrazine was applied weekly, proportional to the increment of the planted 
area. For example, an increment of 10% planted area resulted in an application of 0.146 
kg/ha, which means that 1.46 kg atrazine /ha was applied randomly to 10% of the corn area.  
Thus, atrazine was applied from April to June according to the progress of corn planting, 
which had a different pattern every year due to weather (Figure 1). 
     This input information was extremely important in the calibration process, improving 
model predictions when atrazine was applied following the actual pattern of corn planting in 
every season, instead of using an overall average pattern of application.  As can be observed 
in Figures 1a and b, the planting distribution was completely different from one year to 
another, which has an effect on the application of atrazine and its release to the stream after 
every storm. 
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a                                                                         b 
Figure 1. Planting date distribution according to NASS (NASS, 2004a) for northeast 

Indiana between 1996 and 1999 (a) and from 2000 to 2004 (b). 
 

 
Calibration and Validation 
     The model was first calibrated and validated for streamflow and then atrazine. For 
streamflow, the model was calibrated for the period 1989-1998 at three USGS gages: Cedar 
Creek near Cedarville, and the St. Joseph River near Ft. Wayne and near Newville. 
Streamflow validation was accomplished for the period 1999-2002 at those gages as well as 
at Fish Creek near Artic, using records from 1998-2002. 
     As for atrazine, data from 10 sampling sites were used for model calibration and 11 
sampling sites for validation. The calibration period was 1996-1999, and the validation period 
was 2000-2003 for the SJRWI stations. Furthermore, the entire basin was validated at the 
main outlet for the period 2000-2004, using data recorded by the Three Rivers Filtration Plant 
at Fort Wayne. All model runs were started three years before the period of analysis to be 
sure the model results were stabilized at the beginning of the study period.  
     Streamflow calibration was accomplished by adjusting the model for all subbasins 
simultaneously, without changing settings for each subbasin. This strategy was adopted for 
two reasons. First, the watershed is fairly uniform, in terms of landscape, slope, drainage 
pattern, and land use. Thus, there is no reason to calibrate the model for different subbasins. 
Second, if SWAT is calibrated for the entire watershed regardless of the subbasin boundaries, 
the model results will not depend on the watershed subdivisions, and model settings will 
remain the same if a different criterion is adopted to define subbasins. This was important in 
this project because USGS gages and SJRWI sampling sites were placed at different 
locations. Since SWAT computes pesticide load in streams at every subbasin outlet, two 
different subbasin subdivisions were used for streamflow and atrazine calibration, 
respectively. 
     For streamflow calibration and validation, a SWAT project was created defining six 
subbasins for the five USGS gages and the main outlet of the St. Joseph River Watershed 
(HUA 8-digit # 04100003). After finishing streamflow calibration, a new SWAT project was 
built for atrazine calibration, keeping the model settings but redefining subbasin boundaries, 
using the 10 water quality sampling sites as subbasin outlets. Figure 2 shows the subbasin 
outlets for streamflow and for atrazine calibration. 
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Figure 2.  Subbasin boundaries for streamflow and atrazine calibration. 

 
 
Daily and Monthly Streamflow: Calibration and Validation 
      Prior to calibrating SWAT for atrazine, streamflow was calibrated. Daily streamflow 
calibration is important in predicting atrazine release to the streams during and after each 
precipitation event. A good calibration for monthly streamflow is not useful to predict 
atrazine movement to the streams if the model is not reasonably well calibrated for daily 
streamflow. 
     In the calibration process for streamflow, the curve number was reduced by five for all 
HRUs, and the Manning’s coefficients for overland flow, the main and tributary channels, 
and groundwater inputs were calibrated. 
     In Table 1, R2 values and the Nash-Sutcliffe model efficiencies (R2

N ) (Nash and Sutcliffe, 
1970)  are presented for the validation periods at four of the USGS gages, for daily and 
monthly streamflow. 
 
Table 1. Nash-Sutcliffe model efficiency for monthly streamflow predictions for the 
validation period (1999-2002). 

Daily Monthly Validation Sites  
(1999-2003) 

Drainage Area 
(ha) R2 R2

N R2 R2
N 

Fish Creek near Artic 24,430 0.62 0.60 0.73 0.72 
Cedar Creek near Cedarville 64,039 0.60 0.53 0.73 0.64 
St. Joseph River near Newville 148,108 0.50 0.33 0.73 0.68 
St. Joseph River near Ft. Wayne 255,310 0.66 0.59 0.76 0.74 

 
Model Calibration and Validation to Predict Atrazine Concentration on Streams 
     As previously mentioned, a new SWAT project was built, keeping the former settings but 
using the water quality sampling sites to define the subbasin outlets (Figure 2).  
     Predicted atrazine values are given by the model in milligrams per day. Thus, atrazine 
concentration in ppb was computed dividing the pesticide given in milligrams by the total 
daily volume of water (computed from flow in m3/sec). Daily and monthly predicted values 
were computed for atrazine loads at the 10 sampling sites and at the main basin outlet. During 
the calibration process, many adjustments were attempted, including modification of 
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pesticide solubility (g/L), application efficiency, and delaying pesticide application for three, 
five, and eight days after planting. However, the only adjustments that had a major impact on 
the model predictions were the PERCOP (pesticide percolation coefficient) coefficient and 
the distribution and rate of atrazine throughout the planting season. The PERCOP coefficient 
was set at 0.04, and the atrazine application dates and rates were set for each year, delaying it 
three days after planting, according to the corn planted area progress reported by NASS for 
northeast Indiana (NASS, 2004a). Even though there were different applications dates, there 
was just one corn planting date, since SWAT does not allow more than one crop growing at 
the same time in the same HRU. Therefore, the last application of atrazine might be done on 
a crop planted earlier, and some pesticide might be intercepted by leaves. SWAT monitors 
the amount of pesticide intercepted by foliage and washed off during rain events according to 
a pesticide constant coefficient, or WOF (wash-off fraction for pesticide). To solve this 
problem, the WOF for atrazine was set to 1 in order to wash off all pesticide remaining on the 
crop leaves in the following rain event. Thus, PERCOP and WOF were the only model 
coefficients modified after streamflow calibration to predict atrazine concentration in 
streams. 
     R2, Nash-Sutcliffe model efficiency (R2

N ), and root mean squared error (RMSE) for daily, 
monthly and three-month running average atrazine concentrations, between April and 
September, are presented in Table 2 for the calibration period (1996-1999) and Table 3 for 
the validation period. Both tables show the upstream area corresponding to each sampling 
station or subbasin outlet. In some cases the sampling stations were placed on the St. Joseph 
River (123, 131 and Ft. Wayne); in other cases samples were taken in a tributary stream 
before joining the St. Joseph River. For that reason, at some points, observed atrazine load 
comes from the pesticide released in one subbasin and, at other points, comes from the 
atrazine routed from more than one upstream subbasin. 

 
Table 2. Model calibration results for atrazine concentration at streams sites for 1996-
1999. 

Daily Monthly Three-month running 
average Site Upstream 

Area (ha) 
R2 R2

N RMSE 
(ppb) R2 R2

N RMSE 
(ppb) R2 R2

N RMSE 
(ppb) 

100 64,180 0.45 0.42 1.78 0.71 0.69 0.88 0.83 0.76 0.87 
104 9,909 0.36 0.33 2.10 0.68 0.66 0.97 0.67 0.57 0.88 
123 162,000 0.36 0.30 1.97 0.77 0.60 1.10 0.78 0.57 1.04 
124 27,280 0.00 -0.46 3.41 0.12 -0.14 1.91 0.01 -0.49 1.94 
125 27,880 0.15 -0.04 2.40 0.53 0.16 1.42 0.39 -0.30 1.50 
126 38,660 0.15 0.08 2.77 0.50 0.37 1.42 0.25 -0.04 1.58 
127 6,252 0.18 0.11 3.45 0.40 0.32 1.89 0.57 0.49 1.49 
128 6,770 0.29 -0.37 3.61 0.74 0.29 1.83 0.82 0.18 1.85 
130 9,348 0.54 0.49 1.79 0.85 0.76 0.88 0.78 0.63 0.84 
131 96,100 0.23 -0.07 3.83 0.71 0.12 2.08 0.81 -0.09 2.04 

Mean 0.27 0.08 2.71 0.60 0.38 1.44 0.59 0.23 1.40 
Mean area 
weighted 0.29 0.14 2.57 0.66 0.42 1.39 0.67 0.28 1.37 

 
     SWAT performed better for monthly predictions than for daily predictions, and the R2 
values were also better than the Nash-Sutcliffe model efficiency, based on the disagreement 
with the 1:1 line between observed and predicted values.  
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     There are many sources of uncertainty when modeling NPS pollution caused by atrazine. 
Some of them come from the input data and others from the model itself. It is important to 
provide the model with accurate atrazine rates and application dates. The quality of the 
recorded data, regarding the frequency of the water sampling, during and between rainfall 
events, is also a key issue in the calibration-validation process. Precipitation data is also of 
importance because of the spatial variability of this variable and the consequent variation of 
runoff and NPS pollution throughout the watershed.   
     However, SWAT estimates resembled the general pattern of daily and monthly atrazine 
loads in streams over time, but either under or over-predicted daily and monthly loads 
(Figures 3 and 4). Part of the error might be due to the prediction of streamflow, which adds 
to the error in the atrazine load prediction. 
 
Table 3.  Model validation results for atrazine concentration at streams sites for 1999-
2003 for SJRWI sampling stations and 2000-2004 for the Fort Wayne water treatment 
plant. 

Daily Monthly Three-month 
running average Site Upstream 

Area (ha) R2 R2
N RMSE 

(ppb) R2 R2
N RMSE 

(ppb) R2 R2
N RMSE 

(ppb) 
100 64,180 0.77 -2.49 2.57 0.63 -2.01 1.99 0.45 -0.64 0.85 
104 9,909 0.80 -2.37 2.95 0.20 -2.08 2.40 0.20 0.03 0.95 
123 162,000 0.25 0.40 1.44 0.53 0.40 1.15 0.25 -0.01 0.63 
124 27,280 0.73 -1.94 2.56 0.39 -2.11 1.88 0.54 -3.54 1.99 
125 27,880 0.35 0.21 1.29 0.63 0.36 0.90 0.66 0.32 0.93 
126 38,660 0.81 -0.70 1.70 0.58 -0.28 1.20 0.71 -0.50 1.21 
127 6,252 0.63 -0.78 2.51 0.38 -1.25 2.14 0.17 -1.81 1.87 
128 6,770 0.66 -1.02 2.70 0.61 -3.69 2.60 0.72 -4.76 1.58 
130 9,348 0.30 0.09 2.15 0.33 0.17 1.32 0.66 0.10 1.21 
131 96,100 0.10 0.05 2.10 0.48 0.18 1.48 0.20 -0.88 1.62 
Fort 

Wayne 
(Basin 
outlet) 

262,000 0.27 -0.31 1.06 0.59 0.28 1.34 0.58 0.24 0.91 

Mean 0.52 -0.80 2.09 0.49 -0.91 1.67 0.46 -1.17 1.28 
Mean area 
weighted 0.35 -0.40 1.59 0.33 -0.22 0.91 0.23 -0.39 0.68 
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 Daily Observed and SWAT Predicted  Atrazine Concentration 
Ft Wayne- Validation Period  (2000-2004)
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Figure 3. Observed and SWAT predicted daily atrazine concentration in the St. Joseph 
River at Fort Wayne, for the validation period 2000-2004. 

 
     As for the total mass of atrazine released by the entire basin to the river during the crop 
season (April-September) in the period 2000-2003, Table 4 shows the SWAT predicted 
values and the observed values at Fort Wayne. Although the atrazine concentration for the 
crop season 2004 is known, the total mass of atrazine was not computed, because the USGS 
flow data for that season were not available at the time of this report. 
     Assuming an average annual mass of atrazine of 120,000 kg applied to the entire basin, (a 
rate of 1.46 kg/ha applied to 50% of the agriculture area, or 59% of the total area), the 
released mass of the pesticide would represent 0.9% of the total applied (Table 4). This 
proportion agrees with similar values reported in other studies (Hubber, 1993; Zhang et al., 
1997; Christensen and Ziegler, 1998). 
 

Monthly  Observed and SWAT predicted atrazine concentration 
Ft Wayne - Validation  Period (2000-2004)
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Figure 4. Observed and SWAT predicted monthly atrazine concentrations in the St. 
Joseph River at Fort Wayne for the validation period 2000-2004. 
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Table 4. Total Mass and proportion of applied atrazine released to the St. Joseph River 
during the crop season in the period 2000-2003. 

Total mass (kg) of atrazine 
released to streams (April-

September) 

Proportion (%) of the applied mass of 
atrazine released to streams (April-

September) Year 

Observed SWAT 
predicted Observed SWAT predicted 

2000 1,391.0 1,864.9 1.15% 1.55% 
2001 989.9 531.4 0.82% 0.44% 
2002 698.8 354.8 0.58% 0.29% 
2003 928.9 1,052.8 0.77% 0.87% 

Average 
2000-2003 1002.1 951.0 0.83% 0.79% 

Total  
2000-2003 4,008.5 3,803.9   

 
 
Conclusions 

 
     SWAT performed well in predicting the general trend of atrazine concentrations in 
streams over time, for daily and monthly time intervals. Daily streamflow calibration and 
validation had to be accomplished before starting pesticide calibration. During the validation 
period, Nash-Sutcliffe values varied from 0.33 to 0.60 for daily streamflow and between 0.64 
and 0.74 for monthly streamflow. 
Even though the model was not accurate for predicting atrazine levels at specific points, 
showing low Nash-Sutcliffe values, SWAT was consistent in presenting high coefficients of 
determination (R2), despite over and under predicting values. Monthly predictions were better 
than daily predictions, but three month running averages were not better than monthly 
average concentration predictions. 
     During the calibration period, monthly atrazine concentrations were predicted with an 
average R2 of 0.60 and an average Nash Sutcliffe coefficient of 0.38. In the validation period, 
atrazine was predicted showing an average R2 of 0.49 and an average Nash-Sutcliffe value of 
-0.91. These results agreed with those reported by Neitsch et al. (2002) in Sugar Creek, east-
central Indiana.  
     Large watersheds were not consistently better predicted than smaller watersheds, or vice 
versa. At validation, the total mass of atrazine released by the entire basin between 2000 and 
2003, for the period April-September, was closely predicted by the model in two of the four 
years. The observed average amount of atrazine released during the four seasons was 1,002.1 
kg/season, whereas SWAT predicted 950.1 kg/season.  
     Likewise, the model was suitable to carry out an NPS pollution risk analysis for atrazine, 
to be used as a complement of the NAPRA-GLEAMS system, at a basin scale.  Additional 
research will be necessary to evaluate the model sensitivity to predict the effects of best 
management practices on NPS pollution. This represents a key question for NPS pollution 
modeling and an essential step before using SWAT as a tool for comparing different 
management scenarios.  
     As a recommendation for future research and model improvements, it can be said that the 
model does not generate any output variable that describes the level of pesticides in shallow 
groundwater. This is very important to predict pesticide loads not only in shallow aquifers, 
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but also in the baseflow between rainfall events, particularly in those watersheds that deliver 
pesticides through tile drain systems. 
     Finally, the amount of atrazine released to the St. Joseph River during the period 2000-
2003, represented around 1% of the total applied in the entire basin. Therefore, model inputs 
sampling method and frequency required to predict such a proportion should be as accurate as 
possible so as not to introduce additional sources of uncertainty in the processes of model 
calibration and validation.   
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A Procedure to Compute Groundwater Table Depth Using SWAT 
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Abstract 

     A procedure to compute perched groundwater table depth, using SWAT inputs and 
outputs, is proposed based on the theory used by DRAINMOD, in order to expand SWAT 
capabilities.  SWAT was calibrated and validated for streamflow for three watersheds, and 
for groundwater table depth for three soils, at sites located within the Muscatatuck River 
Basin in southeast Indiana.  The Nash-Sutcliffe model efficiency (R2

N) for monthly 
streamflow was 0.49, 0.61 and 0.81 for the three watersheds for the validation period (1995-
2002).  SWAT predicted groundwater table depths provided R2

N values of 0.61, 0.36, and 
0.40 for the three soils in the calibration period (1992-1994), and 0.10, -0.51 and 0.38 for the 
validation period (1995-1996).  Even though the model performance for predicting 
groundwater table depth was not as good as for streamflow, SWAT predictions resembled the 
seasonal variation of the groundwater table with correlation coefficients (r) of 0.68, 0.67, and 
0.45 for the three wells during the validation period.  

 

Introduction 

     In rural watersheds, groundwater table rises can decrease total productivity by reducing 
the farming area, affecting the development of crops, and delaying or stopping field-work 
(tillage, planting, and harvest) and can degrade the soil properties for the next crop season 
(Pivot et al., 2002).  In the long run, groundwater table rises increase the risk of groundwater 
contamination by nutrients and pesticides and may also bring about soil salinization, 
depending on the groundwater quality. 
     The objective of the work presented here was to extend the SWAT model to compute 
groundwater table depth, which is a variable of interest when rural watersheds are analyzed at 
river basin scales.  Thus, the main goal of this study was to incorporate some knowledge from 
DRAINMOD (Skaggs, 1980) into SWAT in order to expand its capabilities respecting the 
essence of the model.  The intention of computing groundwater table depth, which is not 
computed by SWAT, is not to change the model soil water balance, but provides an 
additional variable of interest.  
     In this study, SWAT input and outputs were used to compute groundwater table depth for 
three soil series in southeast Indiana based on the theory used by DRAINMOD. 
AVSWAT2000 version was used for this purpose (Di Luzio et al., 2001).  Primarily, SWAT 
was calibrated and validated for streamflow on three watersheds within the Muscatatuck 
River Watershed, located in southeast Indiana.  Then, SWAT was tested to compute water 
table depth on a smaller watershed in the Muscatatuck Wildlife Refuge.  
     Groundwater table depth is a variable of interest for basin level studies, and SWAT might 
be an efficient tool to compute it, making it possible to evaluate the impact of tile drainage 
and other practices on this variable.  The main advantage of modeling groundwater table 
depth with SWAT lies in the fact that SWAT does not necessarily require sub-daily 
precipitation data, does not require the retention curve for the soils, and can model more than 
one soil simultaneously in different subbasins in large watersheds, comparing scenarios and 
generating thematic maps. 
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Methodology 

Study Area and Input Data                                  

     The study area was the Muscatatuck River Watershed, defined by the USGS as 8-digit 
HUA #05120207.  It has an area of 295,221 hectares and is located in southeast Indiana 
(Figure 1) in Decatur, Jennings, Ripley, Jefferson, Scott, and Jackson counties.  The SWAT 
model calibration and validation for streamflow was carried out using data recorded at the 
three USGS stream gages in the watershed, located at Vernon, Deputy, and Harberts Creek.  
Groundwater table depth calibration and validation were conducted using data from three 
observation wells located in the Storm Creek Lower Watershed (14 digit HUA 
#05120207080040) (Figure 1).  Daily weather data were obtained from the records of the 
weather stations located at Greensburg and North Vernon as shown in Figure 1 for the period 
1976-2002.  

 

 
Figure 1. Weather stations and USGS gages for the Muscatatuck River Watershed. 

  

     SWAT calibration and validation were accomplished using daily streamflow data recorded 
by USGS for the period 1976-2002 at gages 03369500 (Vernon), 03366500 (Deputy), and 
03366200 (Harberts Creek near Madison) (USGS, 2003a).  Elevation data used in the project 
was the National Elevation Dataset (NED-NAD 83) DEM with a resolution of one arc-second 
(approximately 30 meters), developed by USGS. 
     Groundwater table data recorded by Jenkinson (1998) during the period 1992-1996 were 
used for groundwater table depth calibration and validation.  The groundwater table was 
measured at three observation wells located in three soil series, Avonburg, Rossmoyne, and 
Cobbsfork, at the Muscatatuck Wildlife Refuge in the Storm Creek Lower Watershed (14 
digit HUA 05120207080040) as depicted in Figure 1.  
     Two sources of soil data were used in this study.  Soil data from the State Soil Geographic 
Database for the Conterminous United States (STATSGO), approximate scale 1:250,000,  
were used when the 8-digit HUA area was analyzed for streamflow calibration and 
validation, because more detailed information from SSURGO (Soil Survey Geographic 
database) was not available for  the six counties included in the watershed.  SSURGO data 
were available for Jennings and Jackson counties, and used for the groundwater table depth 
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calibration and validation at the Muscatatuck Wildlife Refuge, located in the 14 digit-HUA 
watershed Storm Creek Lower. 
     As for groundwater inputs, “baseflow days” were computed using the RECESS model 
(USGS, 2003b), a program developed by Rutledge (1993) to determine the recession index 
and the master recession curve from daily streamflow records. The “groundwater delay” was 
set at zero days assuming there was not a vadose zone between the lower limit of the soil 
bottom layer and the shallow aquifer, which fluctuated from the surface to 2.5 m during the 
year.  The default value for the shallow aquifer specific yield (0.003) was replaced by 0.18, 
corresponding to the average specific yield for silt (Johnson, 1967), according to the high 
proportion of that material in the subsoil.  The remaining groundwater inputs were set to 
model default values. 

 

Procedure to Calculate Groundwater Table Depth from Soil Moisture in SWAT 

     SWAT calculates the daily soil water balance.  Every day the model updates the amount 
of water stored in every soil layer for every Hydrologic Response Unit (HRU).  However, 
soil water content is an output variable for the soil profile as a whole, but not layer by layer. 
For this project, a special modification in the code was provided by the authors of SWAT in 
order to provide soil water content by layer of every hydrologic response unit, in an 
additional output file.  Using this special output file, it was possible to convert soil moisture 
into groundwater table level following the theory used by DRAINMOD (Skaggs, 1980), 
using a spreadsheet without modifying the main code of the SWAT model and without 
additional inputs.  
     This procedure is based on the relationship between water table depth and drainage 
volume, which is the effective air volume above the water table.  This relationship can be 
calculated for every soil from the drainage volume of every layer, building the curve that 
depicts that relationship.  In DRAINMOD this relationship is used to determine the water 
table fall or rise when a given amount of water is removed or added from the soil profile.  
Drainage volume can be computed from the soil water characteristics for each soil horizon. 
However, when this information is not available, drainage volume can be calculated from the 
estimated drainage porosity of each soil layer (Skaggs, 1980).  The later approach is useful in 
regional studies when detailed soil information is not available, and it was evaluated in this 
study because of its compatibility with the SWAT soil input data. 
     The drainage volume is the void space that holds water between field capacity and 
saturation.  It can be understood as the volume of voids filled with air at field capacity.  The 
volume of water stored in the void space always drains by gravity, and it will be termed 
“drainable volume”.  Even though both terms, drainage volume and drainable volume, are 
similar and therefore may be confusing, they were used here as defined for DRAINMOD in 
order to maintain the same terminology.  Drainage volume is the volume of “air” held in 
macro pores, and drainable water is the volume of “water” held in macro pores. 
     If a completely saturated soil is left to drain under the force of gravity, the volume that 
drains (drainable volume) is equal to the “drainage volume”.  That drainage volume 
expressed as a fraction of the bulk volume is termed “Specific Yield” (Sy) or drainage 
porosity (Charbeneau, 2000).  It is also important to keep in mind that soils are rarely fully 
saturated because of entrapped air.  Thus, total saturation is usually around 90 or 95% of the 
soil porosity (Skaggs, 1980).  
     The drainage volume is related to groundwater table depth.  Below the groundwater table, 
the drainage volume is equal to zero, because there is not air in the macro pores.  Thus, if the 
water table is lowered by an amount of ∆H (mm), the water drained by the soil, in terms of 
water depth (mm), will be equal to the drainage porosity (Sy) multiplied by ∆H (Equation 1): 
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Drainage volume (mm) = Sy * ∆H                                                    (1) 

Below the groundwater table the soil is saturated and all the voids are filled with water.  
Then, the saturation upper limit was calculated as equal to the soil porosity, and soil porosity 
(%) was calculated as (Equation 2): 

Porosity (%) = 1 – (Bulk density/ 2.65) *100                                              (2) 

Thus, the drainage porosity for each layer is given by the relationship (Equation 3): 

Drainage Porosity = Porosity – Field Capacity                                          (3) 

Using the variables defined in SWAT, field capacity will be equal to the available water 
content plus the wilting point. Thus, Equation 3 can be written as (Equation 4): 

Drainage Porosity = Porosity – AWC – WP                                              (4) 

where AWC is soil available water content, which is a model soil input, also termed as water 
retention difference (WRD) by NRCS, and equivalent to the amount of water stored between 
wilting point and field capacity.  WP is the wilting point that is the fraction of micro pores 
that hold water at high pressures, which is not available to the crops.  SWAT estimates WP as 
(Neitsch et al., 2001) (Equation 5): 

WP = 0.4*Clay (%) * Bulk density / 100                                                       (5) 

Drainage porosity was initially calculated for each layer of the three soils, and drainage 
volume (mm) was computed daily from the soil water stored for every layer (Equation 6a) 
and for the soil profile (Equation 6b).  

Layer Drainage Volume (mm) = Drainage Porosity * Layer Depth (mm)    (6a) 

            Total Drainage Volume (mm) = Σ Layer Drainage Volume                         (6b) 

     Therefore, “Total Drainage Volume” is referred to as the volume of voids filled with air in 
the soil profile at field capacity (FC).  The total drainage volume changes depending on the 
degree of saturation of the soil above FC.  If the soil water content is at 100% of AWC, the 
“actual” drainage volume is equal to the soil Total Drainage Volume at FC.  However, if the 
soil is above 100% AWC, the “actual” drainage volume will be smaller than the soil Total 
Drainage Volume. 
     The relationship “Total drainage volume – water table depth” was calculated using the 
layer drainage volume (mm) and the layer depth.  Each layer has a special relationship which 
is defined by the specific yield.  This relationship can be simplified as a linear function where 
the specific yield, or drainage porosity, is the slope (Skaggs, 1980).  In Figure 2, the 
horizontal axis represents the water table depth, and also soil depth, and the vertical axis 
represents the total drainage volume.  In that plot, the curve of each layer is drawn separately 
and the composite curve for the soil profile can be observed.  If the points of cumulative 
drainage volume of each layer are joined, the cumulative curve for the soil profile is obtained. 
Thus, graphically, intercepting the curve for any drainage volume of soil profile, the 
groundwater table depth can be obtained.  Figure 2 presents the curve for the Avonburg series 
and the same procedure was followed to build the curves for the other soils series, Cobbsfork 
and Rossmoyne.  The graphical method is simple, but is cumbersome when there is a large 
amount of data.  In this study, there were 3,650 daily data values, corresponding to the daily 
soil drainage volume values of a simulation of 10 years for each soil of the watershed.  
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Figure 2. Soil profile water yield curve for the Avonburg series. 
 
     Thus, groundwater table depth was determined analytically using soil input data to 
compute the cumulative drainage volume of the soil from top to the bottom and soil output 
file to compute the total drainage volume.  The total drainage volume was computed for the 
three soils for every day of the simulation based on the daily values of soil water content for 
each layer and the amount of water stored above field capacity at the end of the day. 
Groundwater table depth was computed daily for each soil according to its drainage volume. 
     This approach allows estimating the relationship between water table depth and drainage 
volume, but it is important to point out its limitations.  The curves computed for the three 
soils depict a simplified linear relationship between soil drainage volume and water table 
depth.  The slope of that relationship is depicted by the drainage porosity assuming that the 
soil is completely drained immediately above the water table.  However, there is a transition 
zone, or capillary fringe, above the water table, which is at saturation near its base while its 
upper extent is near field capacity (Charbeneau, 2000).  This transition zone above the water 
table is more important in fine soils than in coarse soils, and it is not considered in this 
approach.  
     Therefore, for a given drainage volume, the curve estimated in this way will under-predict 
the water table depth.  This underestimation will be more important as the silt and clay 
content increase.  Conversely, for a given water table depth the drainage volume will be 
overestimated.  Since all three curves were built based on this assumption, and the slope of 
every layer were given by the drainage porosity, the shape of the curves differ from those 
curves computed using the soil characteristic curves.  This underestimation was partially 
corrected in the calibration process, as discussed later.  
     Since this procedure is based on the relationship between water table depth and the soil 
drainage volume, water table depth oscillation can only be computed from the soil surface 
down to the lower limit of the bottom layer defined in the soil input information.  When the 
water table is located below the lower limit, its depth cannot be computed because there is 
not information to compute water stored beyond the defined layers.  In the case of the 
Avonburg soil, for example, the maximum observed depth of the shallow aquifer was 2.5 m, 
and therefore the lower limit of the soil profile was defined at 2.8 m.   
     It is important to keep this point in mind when the model is calibrated in order to provide 
enough soil information to compute water table oscillation.  All soils of the watershed should 
be defined considering this point and also individually calibrated, if possible.  For that reason, 
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the definition of soil inputs and the calibration of soil and groundwater input parameters are 
very important steps in the process of predicting this variable using SWAT. 

 

Results and Discussion 

Streamflow Calibration and Validation                            

     Streamflow calibration was completed using data recorded by the USGS at three 
watershed stream gages between 1980 and 1994.  This process was conducted comparing 
monthly and daily observed streamflow with monthly and daily water yield predicted by 
SWAT.  Observed and simulated results were compared by means of the correlation 
coefficients, the root mean square error (RMSE) and the Nash-Sutcliffe model efficiency 
(Nash and Sutcliffe, 1970), which estimates the agreement between the 1:1 line and the 
observed vs. simulated points.  The correlation coefficients depicted the strength of the 
relationship between observed and predicted values indicating if both variables varied 
together or separately.  Validation of SWAT predicted streamflow was carried out for the 
period January 1995 - September 2002.  The final results for the three watersheds are 
presented in Tables 1 and 2 for calibration and validation periods, respectively.  Model 
efficiency values for monthly streamflow were similar to those found by other authors (Saleh 
et al., 2000).  Spruill et al. (2000) also found similar model efficiencies for daily streamflow 
between -0.14 and 0.19 and between 0.58 and 0.89 for monthly total flow.  
     Although streamflow calibration was not the main purpose of this study, it was carried out 
first to get a reasonable set of parameters to be used later in three observation wells located 
downstream 15 km southwest from Vernon, outside of the watersheds.  Streamflow daily 
calibration could have been better if a different set of parameters would have been applied for 
each watershed.  However, in that case, the problem is which setting we should have used for 
the observation wells.    

Table 1. RMSE (mm) and Nash-Sutcliffe Model Efficiency (R2
N) values for streamflow 

for the calibration period (1980-1994). 
 RMSE (mm) r R2

N  
Watershed Daily Monthly Daily Monthly Daily Monthly 
Harberts 3.66 27.7 0.59 0.78 0.19 0.59 
Deputy 3.53 19.8 0.47 0.85 -0.23 0.73 
Vernon 2.43 15.1 0.70 0.90 0.28 0.80 

 
Table 2. RMSE (mm), correlation coefficient (R) and Nash-Sutcliffe Model Efficiency 
(R2

N) values for streamflow for the validation period (1995-2002). 
 RMSE (mm) r R2

N  
Watershed Daily Monthly Daily Monthly Daily Monthly 
Harberts 5.25 38.4 0.52 0.70 0.05 0.49 
Deputy 4.26 27.6 0.54 0.78 -0.35 0.61 
Vernon 3.10 19.1 0.74 0.91 0.48 0.81 

 

Groundwater Table Depth Calibration and Validation 

     After calibrating and validating the model for runoff for the whole watershed, daily and 
monthly groundwater table depth were calculated and compared with data recorded by 
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Jenkinson (1998) at the Muscatatuck Wildlife Refuge between January of 1992 and 
December of 1997, for three soil series: Avonburg, Rossmoyne, and Cobbsfork.  The data 
recorded between 1992 and 1994 were used for the model calibration, and data for the period 
1995-1997 for model validation.  
     Calibration was carried out varying bulk density layer by layer in a range of ± 10%. When 
this variation was not enough, available water content (AWC) was changed within a range of 
± 10%.  Bulk density variation has an effect on the soil porosity and then on the drainage 
porosity.  Varying these soil parameters, the drainage volume-water table depth curve was 
modified in the three soils. 
     Once the soils were calibrated for the period 1992-1994, SWAT was run for the period 
1995-1996 to validate the model.  RMSE, correlation coefficient and R2

N were computed 
comparing observed and predicted data.  The data were compared using the daily 
measurements and by grouping the daily observations to create monthly observations.  The 
results can be observed in Tables 3 and 4 and by looking at Figures 4, 5, and 6. 
     SWAT was again more efficient for monthly estimation than daily estimations.  Even 
though SWAT presented RMSE from 42 cm to 84 cm for monthly estimations, the model 
was able to predict the groundwater table oscillation over time.  This can be observed by 
looking at Figures 4, 5, and 6, and reading the correlation coefficients (r) from Tables 3 and 
4.  The correlation coefficients inform about the correlation between observed and SWAT 
predicted daily and monthly groundwater table depth throughout the calibration and 
validation periods.  Correlation values varied from 0.46 to 0.82 for daily estimation and from 
0.45 to 0.88 for monthly estimation.  The magnitude of the correlation coefficient indicated 
the strength of the relationship between the observed and predicted data, in terms of whether 
they change together or separately, and Nash Sutcliffe coefficients explained how far all 
model predictions were from the reality. 
 
Table 3. RMSE, model efficiency (R2

N) and correlation coefficient (R) for groundwater 
table depth for calibration period (1992-1994). 

Daily Monthly 
 RMSE 

(m) R2
N R  RMSE 

(m) R2
N R  

Avonburg 0.51 0.28 0.82 0.42 0.61 0.88 
Cobssfork 0.74 -0.12 0.60 0.59 0.36 0.71 
Rossmoyne 0.69 0.15 0.46 0.65 0.40 0.64 

 

Table 4. RMSE, model efficiency (R2
N) and correlation coefficient (R) for groundwater 

table depth for validation period (1995-1996). 

Daily Monthly 
 RMSE 

(m) R2
N r  RMSE 

(m) R2
N r  

Avonburg 0.80 -0.05 0.71 0.79 0.10 0.68 
Cobssfork 0.92 -0.74 0.41 0.84 -0.51 0.45 
Rossmoyne 0.69 0.33 0.63 0.65 0.38 0.67 
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Figure 4. Observed and predicted data for the calibration and validation periods for the 
observation well located on the Avonburg soil.  
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Figure 5. Observed and predicted data for the calibration and validation periods for the 
observation well located on the Cobbsfork soil. 
 

ROSSMOYNE GW table depth
 Daily SWAT Predicted and Observed data
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Figure 6. Observed and simulated data for the calibration and validation periods for the 
observation well located on the Rossmoyne soil. 
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     The differences between observed and predicted values could be explained by the 
variability of soil properties, such as bulk density and available water content (AWC).  The 
model was very sensitive to adjustments in AWC and bulk density when groundwater table 
depth was calibrated.  The soil data were taken from NRCS reports (NRCS, 1976 and 1990), 
because soil measurements taken in situ were not available.  Thus, even though the three soils 
were in situ classified as Avonburg, Rossmoyne, and Cobbsfork, NRCS soil data represent a 
mode profile and might not represent the properties of the series at the observation wells.  
This could be a source of error in the model calibration.  Amatya et al. (2003) found that 
DRAINMOD performed poorly in predicting groundwater table depth during two years when 
the model was not calibrated using in situ soil measurements. 
     It was also difficult to estimate a unique cause for the errors, because there was not a 
common pattern in the error for the three soils.  In Avonburg, the groundwater table was 
mostly underestimated, but fairly well predicted.  In Cobbsfork it was under and over 
estimated and in Rossmoyne it was mostly overestimated.  Over and underestimations of the 
model were not associated with any season, so that the error did not seem to be associated 
with a deficiency in the computation of the evapotranspiration.  These differences between 
predicted and observed data could be due to several sources of uncertainty such as inaccurate 
soil data, lack of precipitation records taken in situ, and the assumptions of the estimated 
drainage volume-water table curve. 

 

Conclusions and Recommendations for Future Research 

     The model showed a better performance in predicting monthly streamflow than daily 
streamflow.  The better predictions were for the Vernon and Deputy Watersheds which were 
the largest watersheds and nearest the weather station. 
     A procedure to compute the water table depth of a shallow aquifer, using the soil input 
data and the SWAT output “daily soil water content by layer,” was proposed based on the 
relationship drainage volume-water table depth.  This procedure allowed prediction of 
shallow aquifer oscillations between the soil surface and the lower limit of the soil bottom 
layer.  Thus, groundwater table depth was computed daily for each soil based on the 
relationship for water table depth-drainage volume.  The model efficiency (R2

N) for monthly 
groundwater table depth was 0.61, 0.36 and 0.40 for the three wells in the calibration period 
and 0.10, -0.51 and 0.38 for the validation period.  The performance of the model to predict 
groundwater table depth was not as good as for streamflow.  However, the model was able to 
predict the seasonal variation of groundwater table presenting correlation coefficients that 
varied between 0.46 and 0.88 in the calibration period and between 0.41 and 0.71 in the 
validation period.  Inaccurate soil data, lack of precipitation records taken in situ, and the 
assumptions of the estimated drainage volume-water table curve were identified as the main 
sources of error to predict groundwater table.  Another potential source of error is the 
contribution of the surrounding soil units to the groundwater table depth.  Even though this 
should be included in the lateral flow from units located upstream, it still needs to be 
clarified. 
     Based to these results, the prediction of groundwater table depth based on daily soil water 
content might be an interesting capability for inclusion in SWAT, which would compute this 
variable for all soils of a watershed without using sub-daily precipitation data and soil 
retention curves.  Furthermore, it makes it possible to analyze the impact of different 
scenarios, such as land use changes, weather change or management practices, on the 
variation of the shallow aquifer at different points of a basin.  However, further studies using 
additional data, along with precipitation and soil measurements taken in situ are 
recommended to better analyze the performance of SWAT to predict this variable.  A good 
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understanding of the prediction of groundwater table depth by SWAT would be useful in the 
study of the performance of the model’s soil water balance. 
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Abstract 
      
     Natural variation in any agricultural ecosystem impacts the degree to which a simulation 
model can accurately and precisely represent the system.  However, due to time, expense, and 
repeatability limitations with field work, simulation modeling is often the most practical 
technique for predicting and comparing watershed-scale land management impacts on 
downstream water quantity and quality.  Thus, it is important to understand, as fully as possible, 
the uncertainties within model input parameters and how these uncertainties affect model 
outputs.  Of particular interest are surface and subsurface hydrologic and nonpoint source 
parameters to which previous studies have found a particular model is sensitive.  The aim of this 
study is to use current and literature-based modeling efforts to begin a development of guidelines 
on uncertainty analysis which are understandable to a wide range of modelers. 
 
Introduction 
  
    Watershed-level nonpoint source (NPS) simulation models are crucial in evaluating best 
management practice effects at the watershed scale, for which field studies become unfeasibly 
labor intensive.  Such models also provide the ability to predict impacts of alternative 
management scenarios over time.  However, simulation models contain multiple types of error, 
which can be related to three basic categories: physically-based input data, model processes, and 
non-physically related "calibration" parameters.  Such errors can be significant in research 
involving natural systems, which are neither fully understood nor can be fully controlled by 
humankind, and thus should be considered when interpreting model results. 
     Input data contain errors due to collection and reporting as well as application errors of 
extrapolation of scale or quantification of a more general attribute.  These uncertainties, as well 
as uncertainties in measurement and reporting methods, are transferred through to the model.  
Errors within the model process, assuming that all coding correctly performs the calculations 
intended by the model designer, likewise stem from the inability to completely know and 
quantify system processes and interactions accurately and precisely.  The impossibility of such a 
task results in necessary simplifications in temporal and spatial scale and in simplifying from 
stochastic to discrete information.  For further discussion on model error see Warwick (1991), 
Haan et al. (1995), Klepper (1997), and Gupta et al. (1998). 
     Additionally, many current NPS models require some level of calibration of a number of 
parameters.  By uniquely combining nonlinear and evolutionary optimization techniques, Duan 
et al. (1993) developed the Shuffled Complex Evolution heuristic specifically to meet the needs 
of autocalibration of complex NPS models.  Van Griensven and Meixner (2003) incorporated 
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this heuristic into a suite of tools for performing sensitivity analysis, autocalibration, and 
uncertainty analysis on the Soil and Water Assessment Tool (SWAT; Arnold et al., 1998).  
Although autocalibration is much less labor intensive than manual calibration, both methods are 
still time consuming and require knowledge of processes characteristic to the watershed to create 
a realistic, physically-based representation.  Additionally, for locations without monitored data, 
researchers have to rely on calibration values that have been determined for watersheds similar in 
physiographic region, climate, geology, and land use. 
     As autocalibration techniques become more widely validated in the literature, determining 
uncertainty ranges of calibrated parameters becomes of increasing interest.  Such information is 
particularly valuable for modeling non-calibrated watersheds.  By knowing which parameters are 
most uncertain, one can plan field data collection more efficiently and better assess where the 
modeled system will most likely vary from the natural system.  Due to the absence of reported 
uncertainty values related to model processes and physically-based input data, calibration 
parameters have typically been used to account for all model error.  Fortunately, research in 
assessing and portraying error, or uncertainty, within non-physically related input parameters 
(i.e., "calibration" parameters) has advanced notably in the past three decades as models have 
become increasingly complex and computer technology has facilitated more rapid and complex 
calculations.  This paper will present a broad synthesis of uncertainty analysis literature for 
calibrating NPS models in an attempt to provide the necessary background for further discussion 
and development of clear uncertainty analysis guidelines. 
 
Methods and Complexity of Calibration 
      
     Discussion of uncertainty analysis in complex models requires some prior consideration of 
methods of calibration employed.  Manual calibration may only involve one specifically 
calculated measure but typically involves multiple implicit or draft calculations by the nature of 
human intuition and assessment.  Most likely the expert is not even explicitly aware of many 
such measures, such as all the assessments made to determine and maintain a water balance.  
However autocalibration measures must be explicitly stated and those are generally reduced to 
one measure during the optimization process and perhaps one or two additional measures 
afterwards (Boyle et al., 2000).  A fraction of possible calibration possibilities are shown in 
Figure 1.  The solid bold line indicates the most simple path of calibrating for a single output 
(streamflow) to address a single optimization goal (minimize daily difference) by using a single 
objective function (sum of squares error).  The resulting solution is tested by one or two statistics 
(Nash-Sutcliffe and the R2 coefficient of determination).  The solid thin line shows a route in 
which two functions are used to evaluate a single goal.  The dashed line traces a more involved 
calibration process in which two outputs (stormflow and baseflow) are calibrated against.  
Stormflow is then calibrated using two optimization goals, each measured by a single function. 
 



3rd International SWAT Conference 

 639

 
Figure 1.  Three possible routes of model calibration, designated by solid bold, solid thin, 
and dashed lines. 
 
     While the single output/single objective/single function path is the simplest in terms of 
options and alternatives to evaluate, it is certainly not trivial.  Substantial work has been done in 
developing, comparing, and fine-tuning optimization techniques to solve the calibration problem 
efficiently and effectively.  Three basic routes have been taken: 1) methods focused largely on 
first-order, second-moment evaluations (Nofziger et al., 1994; Haan et al., 1995); 2) Markov 
chain Monte Carlo approaches such as the Metropolis algorithm (Klepper, 1997); or 3) single-
objective optimization heuristics.  Gupta et al. (1998) presented a concise report of progress 
along the first two routes for single-output calibration of hydrological models.  Calibration 
methods involving optimization techniques such as response surface methodology, simulated 
annealing, genetic algorithms, and shuffled complex evolution have been demonstrated and 
compared (Duan et al., 1993; Ibrahim and Liong, 1992; Liong et al., 1995; Sumner et al., 1997; 
Mulligan and Brown, 1998; Gupta et al., 1999; Thyer et al., 1999).  Most recently, researchers 
have worked to benefit from multiple routes by combining techniques; for example, the SCEM-
UA algorithm (Vrugt et al., 2003) was created to incorporate benefits of the Metropolis 
algorithm into shuffled complex evolution. 
     Selecting the most suitable objective function ultimately depends on the question the model 
user is trying to answer (Klepper, 1997; Gupta et al., 1998).  Willmott (1984), Martinec and 
Rango (1989), and ASCE (1993) provide guidance on selecting functions to evaluate hydrologic 
models.  However, guidance related to other components of NPS models, and to which functions 
best address which optimization goals, remains limited.  Perhaps this is why users appear to most 
often select those functions with which they are most familiar and/or which most frequently 
occur in the literature (which becomes, in itself, self-fulfilling).  Thus, there appears a need for 
those conversant in mathematical implications of model-evaluation functions to help develop 
guidelines on which functions best or most completely address which goals and which test 
functions are most appropriate in given situations. 
     The next step of complexity is to evaluate a goal with multiple functions.  In order to evaluate 
multiple goals while minimizing an increase in computational complexity, objective functions 
which combine the goals through some means of weighting have been developed (e.g., Van 
Griensven and Bauwens, 2003).  In this situation a single "preferred" solution is provided at the 
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end of the calibration run.  Although techniques which maintain unique equations for the 
multiple criteria are typically more complex to evaluate and interpret, they are valuable in 
providing an ability to better fit the entire hydrograph (Klepper, 1997; Boyle et al., 2000).  In 
particular, Liong et al. (1995) demonstrates this effect for peak flow.  To address the need for 
multi-objective evaluation, Gupta et al. (1998) and Boyle et al. (2000) motivated the need for and 
demonstrated a multi-objective model, MOCOM-UA, which is presented in Yapo et al. (1998) 
and is an extension of SCE-UA.  Cooper et al. (1997) and Abdulla et al. (1999) evaluated the 
abilities of multiple optimization methods to solve calibration problems with multiple objective 
functions. 
     The most complete approach to model calibration is to consider multiple goals, each 
evaluated with one or more objective functions.  This is very much like adding another layer or 
dimension to the previous step.  Such an evaluation, while providing a thorough evaluation of 
uncertainty within and among parameters and a good understanding of the model's response to 
the particular study, is likely to be more complex and involved than is feasible or even needed to 
sufficiently address ongoing research questions.  Thus, as the number of outputs increases, 
feasibility likely will require a reduction in the numbers of objectives and functions evaluated for 
each output. 
 
Uncertainty Analysis through Multiple Solutions 
 
     Solution sets from multiple output or multiple function techniques form pareto-curves of 
nondominated solutions.  The pareto-curves show the trade-off among different optimal results 
with respect to the outputs or functions.  In Figure 2, solution point "S1" on the curve is more 
optimal in minimizing Function #1 while solution point "S2" is more optimal in minimizing 
Function #2.  Although solutions in between are less optimal within at least one of the functions 
as compared to points "S1" and "S2", there are no solutions that are more optimal within either 
function than those shown on the curve. 
     In some cases, different optimization runs result in equivalent or nearly equivalent objective 
solutions.  This is particularly likely when input specifications for the optimization runs differ 
slightly.  Such differences might include changes in the seed used to generate random numbers 
for the optimization algorithm, changes in optimization population sizes or mutation rates, or use 
of multiple objective functions to test the same objective goal.  Although optimal solution values 
across runs may be equivalent in such cases, parameter values may vary widely.  Calibrated 
values of eight parameters corresponding to optimal solutions of four SWAT 2003 optimization 
runs were plotted, each optimization run indicated by a different symbol and the letters "G", 
"M", "N", and "O" (Figure 3).  Although calibrated values for a given parameter, such as 
"SMFMX," differed across runs, input specifications of these four runs differed only in the 
random number seed and the optimal objective function values for all runs were equivalent.  
Mathematically it follows that when two (or more) such parameter sets differ there is another 
optimal goal or function which more completely describes each parameter sets.  In this case, the 
parameter sets will plot at the same location on the 2-dimensional pareto-curve (i.e., points "S3a" 
and "S3b" on the "function #1-function #2" plane shown in Figure 2).  However, when 
additionally plotted with regard to a third, previously unconsidered objective function, such as 
along the "function #3" axis shown in Figure 4, points "S3a" and "S3b" plot at distinct locations. 
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Figure 2.  Pareto-curve for a two-objective or two-function minimization problem. 
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Figure 3.  Normalized calibration values for eight SWAT2003 parameters, corresponding 
to four optimization runs (G, M, N, O) whose input specifications differed only by random 
number generator seed. 
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     In many cases, differences among parameter sets may be insignificant to warrant further 
exploration.  Certainly, the potential objective functions that completely describe each parameter 
set are often infeasible to locate, particularly for the number of calibration parameters within 
SWAT or other models.  However, differences in parameter values can provide valuable 
information on parameter uncertainty ranges with respect to the evaluated objective functions.  
For example, in Figure 3, the ALPHA_BF and REVPMN parameters have wide value ranges for 
the evaluated objective function and consequently are not likely to be very sensitive to that 
function.  This can result in a high level of uncertainty as to how well the calibrated values for 
these parameters help fit the model to the system.  In contrast, the SURLAG parameter values 
are equivalent at the second decimal; the uncertainty in this parameter value then is quite 
minimal with respect to the optimization function. 
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Figure 4.  Three-dimensional graph depicting two solutions ("S3a" and "S3b"), which have 
identical objective solutions in the "function #1-function #2" plane but unique solutions 
with respect to function #3, indicating variation in one or more parameter values. 
 
 
Uncertainty Analysis through Confidence Intervals 
 
     Another way of evaluating parameter uncertainty is to compare the variance in optimized 
parameter values with the range of the initial upper and lower bounds set for each parameter.  
Computerized optimization runs are coded to save the inputs and outputs of each NPS model 
evaluation throughout the optimization process.  Confidence intervals around the optimal 
solution of a given run are determined with classical statistics, such as the chi-square statistic.  
This enables all NPS model evaluations for which the objective function values are within the 
specified confidence interval to be extracted.  Each such evaluation contains an output value or 
data series (such as a daily time series of streamflow) and the corresponding model-determined 
calibration parameter set.  The minimums and maximums of all output values within the 
confidence interval and of the corresponding calibration parameters are determined.  The 
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uncertainty range for each parameter is simply the range between its minimum and maximum 
value.   
     The output range, when plotted with the optimal solution time series can show which areas of 
the hydrograph (or pollutogragh) may have not been well captured by the objective goals or 
functions chosen.  For examples see Gupta et al. (1998), Vrugt et al. (2003), and Yapo et al. 
(1998).  
     For plotting and simplified evaluation purposes, the uncertainty range for each calibration 
parameter is typically normalized by dividing the uncertainty range by the calibration range 
initially provided to the autocalibration routine by the user.  A normalized uncertainty range is 
calculated by: (x-lb)/(ub-lb) where x is the value in question, lb and ub are lower and upper 
bounds, respectively, of the user-input parameter range.  By definition then, the normalized input 
range for any parameter will be {0,1.0}.  For example, the second parameter shown in Figure 5, 
"SMFMX," was given an initial (not shown) calibration range of 0 to 10 by user input.  When the 
optimization run finished, the optimal "SMFMX" calibration value was determined to be 1.6 and 
4.4 was the largest "SMFMX" calibration value of all model evaluations having an objective 
function value within 2.5% of the optimal solution.  For "SMFMX" the normalized parameter 
range for the optimal solution was {(1.6-0)/(10-0), (4.4-0)/(10-0)} = {0.16, 0.44}. 
      Normalized uncertainty ranges for a calibration of streamflow in SWAT2003 using eight 
parameters are shown graphically in two formats (Figure 5).  The format of Figure 5a (patterned 
after Gupta et al., 1998) caters to the tendency of reading left to right.  Also, it enables a more 
vivid picture of how one parameter range varies as compared to another.  It is perhaps a more 
accurate portrayal of the combined difference between the initial input ranges (portrayed by the 
total graph area) and the final uncertainty ranges (portrayed by the shaded area).  In contrast, 
Figure 5b graphs each parameter with an individual bar on the vertical scale.  This format, 
perhaps, lessens the tendency to assign meaning to the order in which the parameters are 
graphed.  
     Wide ranges of uncertainty indicate which calibration parameters can vary widely and still 
produce near-optimal results.  In the case shown (Figure 5), better information could clearly be 
gained by reducing the input bounds since most of the uncertainty ranges reach the initial upper 
or lower bound.  Guidelines on initial boundaries for each calibration parameter may vary by 
model depending on whether the scale is hydrologic response unit or some combination, such as 
farm, subbasin, or basin.  Sensitivity analysis can help determine parameters and boundary 
guidelines.  For example, Klepper (1997) discussed the complexity involved in satisfactory 
calibration and presents a theoretical method to group parameters similar in sensitivity to reduce 
computational complexity and gain a possible insight into model behavior.  Any previous work, 
when available, that has determined parameters that greatly impact certain features of the model 
response can serve as an additional guide to parameter selection and boundary determination  
 
Summary and Conclusions 
 
     Much work has been done on uncertainty analysis for calibration parameters of complex 
environmental simulation models such as SWAT.  Much of this research provides detailed 
discussion related to a specific study area, model, or related techniques being explored.  This is 
crucial in enabling others to understand, replicate, and further explore such methods.  However, 
this paper attempts to meet a need indicated by SWAT users for identifying a method for 
uncertainty analysis that can be applied without in-depth knowledge of the techniques involved.  
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Two approaches for uncertainty analysis, which have been demonstrated in the literature, are 
presented in simple terms: evaluation of multiple optimization runs, and creation of single run 
uncertainty ranges.  The need for clear guidance on a peer-accepted method of assessing and 
presenting uncertainty analysis is only partially met by this paper, as a conference paper of 
limited length.  However, this paper will hopefully serve as a backboard for critical discussion by 
researchers well-versed in autocalibration and uncertainty analysis techniques at the annual 
SWAT conference and, as such, provide the authors with feedback needed to further develop 
clear guidelines for performing sufficient uncertainty analyses on SWAT modeling applications. 
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Figure 5.  Two methods of displaying uncertainty ranges; 5a) top graph, 5b) bottom graph. 
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Abstract 
      
     SWAT has been adopted as the diffuse-source component of the European Chemicals 
Industries Council (CEFIC) Long-range Research Initiative (LRI) environmental modelling 
suite.  In order to make SWAT applicable across Europe, the diffuse-source LRI project 
(TERRACE) has identified a number of consistent data sources at a European level which could 
be used to generate model parameters and driving variables.  In addition, linkages have been 
built with other LRI model components, specifically the point-source river model, GREAT-ER, 
and the atmospheric model, ADEPT. 
     The linkage with ADEPT is fairly straightforward with contaminant inputs being applied to 
the land either by dry deposition or with rainfall on a temporally and spatially varying basis.  
Linkage with the river model is more complex because of a dichotomy in modelling approaches 
between SWAT (Soil and Water Assessment Tool) and GREAT-ER.  GREAT-ER is a steady-
state stochastic model where contaminant concentrations are modelled for different flow 
percentiles whereas SWAT is dynamic.  The solution to interfacing these different models was to 
generate a series of flow and contaminant-transfer probability distributions using SWAT, to 
calibrate the flow frequency distributions used by GREAT-ER using the SWAT flows, and then 
to use the contaminant transfer distributions as inputs to GREAT-ER.  The link developed 
between these models opens possibilities for other dynamic-stochastic model linkages, and for 
the way in which SWAT is calibrated and validated. The model was developed using data from 
the Exe Catchment in southwest England. 
 
Introduction 
 
     The overall aim of the TERRACE (Terrestrial Runoff modelling for Risk Assessment of 
Chemical Exposure) project was to develop a simulation model for evaluation of diffuse-source 
chemical runoff at the regional scale across Europe.  The TERRACE model should be capable of 
integration with the GREAT-ER system (Boeije et al., 1997; Boeije et al., 2000; Feijtel et al., 
1997; Feijtel et al., 1998).  The ultimate aim for development of GREAT-ER and its associated 
models (Figure 1) is to provide a comprehensive modelling tool for use in environmental risk 



3rd International SWAT Conference 

 658

TERRACE
Catchment

Atmospheric
ADEPT

River
GREAT-ER

GEMCO
Estuary

TERRACE
Catchment

Atmospheric
ADEPT

River
GREAT-ER

GEMCO
Estuary

assessment at the regional level throughout Europe.  GREAT-ER and its components are 
spatially distributed, thereby allowing more accurate prediction of regional-scale Predicted 
Environmental Concentrations (PECs) than the lumped models presently used in environmental 
risk assessment for new compounds (Knopfler, 1994).  The requirement for more accurate 
prediction of PECs is especially pressing given the more restrictive licensing environment which 
stems from the European Commission’s proposed Water Framework Directive1 and the White 
Paper setting out a future ‘Community Policy for Chemicals’2. 
 

 

Figure 1. The CEFIC-LRI Tier II models. 
 
Given the above rationale, the four objectives of the TERRACE project were: 
 

1. To review the current state-of-the-art in runoff and contaminant transport modelling.  
This includes an assessment of the validation status of models examined, and of their 
compatibility with commonly used risk assessment strategies. 

2. To integrate selected runoff and contaminant transport models with a geo-referenced 
database of model parameters within a geographical information system (GIS). 

3. To carry out a preliminary application of this system to an example river basin, in order 
to demonstrate its utility to potential end-users. 

4. To specify a plan for validation of the modelling system. 
 
 

                                                 
1 http://www.wwffreshwater.org/pdf/wfd.pdf   
2 http://www.europa.eu.int/comm/environment/chemicals/index.htm  
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Review of the Current State-of-the-Art in Runoff and Contaminant Transport Modelling 
 
      An extensive review of the state-of-the-art in contaminant transport modelling for application 
at the catchment scale was carried out (White et al., 2001).  The study examined the background, 
structure, and applicability of a wide variety of contaminant transport modelling approaches.  
Models were grouped into three classes, which essentially represent their three spatial scales of 
application: soil profile, field, and catchment.  At an early stage, the first of these three scales 
was excluded from further consideration.  Some models from the other groups were also 
excluded, because of their lack of recent development, their complexity or their empirical nature.  
This left a long list of nine models for further consideration.  These were: 
 
Field scale:  EPIC, GLEAMS, Opus, PRZM, PELMO & RZWQM 
Catchment scale: ANSWERS-2000, SWAT-2000 & SWATCATCH 
 
     These models encompassed a range of modelling strategies, from empirical to physically-
based at spatial scales which are relevant to TERRACE.  An assessment of the validation status 
of these nine models, with detailed descriptions of validation results, was then carried out, and 
important issues arising from this review were discussed and reported.  The report then 
proceeded to a consideration of model data requirements and data availability within Europe and 
at a national level.  Again issues arising from this review were highlighted. 
      Finally, a model shortlist for further evaluation and development in TERRACE was 
presented.  This shortlist included three models - ANSWERS-2000, SWAT-2000, and 
SWATCATCH - which provide examples of three very different approaches to catchment scale 
modelling.  Of these, SWAT-2000 was the preferred option for the TERRACE project.  The 
other two models would enable assessment of Predicted Environmental Concentrations in very 
different ways.  Details of the SWAT model can be found in Neitsch et al. (2001) and White et 
al. (2002). 
     With this model shortlist in mind, compatibility of the TERRACE models with GREAT-ER 
and options for development environments were considered.  None of the evaluated models 
explicitly includes the capability to model organic compounds or dioxins resulting from 
atmospheric deposition or sewage sludge application to land.  However, the basic structure of 
SWAT means that modification of existing model components was not an unrealistic prospect. 
 
Integration of the Selected Model with a Geo-referenced Database of Model Parameters 
 
     Two of the reasons for selecting SWAT for the TERRACE study were the ability to run 
SWAT within a GIS environment and the use of databases within the model structure.  This 
meant that databases for European conditions could be constructed to replace the default US 
databases. 
     SWAT requires a wide range of temporal and spatial data inputs, together with characteristic 
data for contaminants, soils, and plants.  The second year report (White et al., 2002) details data 
requirements and identifies European and national datasets which satisfy these requirements.  In 
many cases the data are not available directly but have to be transformed into the format required 
by the model.  A number of model parameter estimation routines have been defined in order to 
estimate model parameter values from available pan-European datasets.  
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A Preliminary Application to an Example River Basin 
 
     SWAT was set up for the Exe Catchment in southwest England (Figure 2) with the aim of 
running an example application of the diffuse-source model and demonstrating how the SWAT 
software could be used to provide contaminant inputs to the GREAT-ER model. 
     In order for the TERRACE and GREAT-ER models to be compatible it was necessary to first 
link the flow components of the two models.  TERRACE will not deliver water to the GREAT-
ER model, but should be able to deliver the contaminant loads associated with each percentile 
flow in each reach in the GREAT-ER set-up for a catchment.  It was decided early in the project 
that the diffuse-source contaminant-flow relationships would be better defined at the monthly, 
rather than the annual level.  This is because similar rainfall events cause different runoff profiles 
carrying different levels of contaminant at different times of the year, dependent on a complex 
mixture of antecedent soil moisture conditions, evaporative demand, and vegetative cover. The 
existing GREAT-ER model at the start of this project used LowFlows to provide hydrological 
data for each reach.  This was provided at the reach level and was on an annual basis, as annual 
flow duration curves.  However, an upgrade of the LowFlows software, LowFlows2000, 
provides flow-duration curves at the monthly level and is currently being incorporated into an 
updated version of GREAT-ER.  LowFlows2000 has been developed and tested on the Exe 
Catchment, making this an obvious choice for an application of TERRACE. 
 
The modelling procedure for the Exe therefore included various principal steps: 

1. Obtaining, checking, and processing all input data required by the SWAT model. 
2. Setting up the model databases and spatial data inputs. 
3. Calibration and validation of the model for a recent period, for which better quality 

validation data were available.  Flow data were naturalised (i.e. adjusted for abstraction 
from and discharge to the river) by the UK Environment Agency.  Spatially the model 
was discretised into 11 subbasins based on gauging station locations (Figure 2). 

4. Comparison of flows and concentrations of contaminants at monitoring stations in the 
catchment. 

5. Discretisation of the catchment by GREAT-ER reach definitions, giving 63 subbasins.  
This is not every river reach defined in LowFlows2000, but a subset which will be 
produced for future inputs to the GREAT-ERII package. 

6. Setting up the model for a 30-year run for the period concurrent with Low-Flows2000. 
7. Calibration/validation of the 30-year model run against flow-duration curves per reach 

provided by LowFlows2000. 
8. Production of contaminant load duration curves linked to the flow duration curves for 

input to GREAT-ER. 
 

     An initial model run for the Exe was made for the period 1997-1999 because for this period 
better quality data are available for model set-up (land use, pesticide and nutrient usage statistics, 
climate inputs), calibration (flow and water quality), and validation (flow and water quality).  
This allows determination of parameter values for the model in order to obtain the best possible 
results at HRU, subcatchment, and catchment levels so that there is confidence in the way the 
model reproduces the important phases of the hydrological cycle which act as transport modes 
for various contaminants.  Once set, these parameters are used for a longer model run for a 
period compatible with the LowFlows2000 application to the Exe Catchment (1961-1990). 
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     The catchment was discretised for this exercise into 11 subcatchments, defined by nine 
principal and two intermittent flow gauging stations.  The outlet of a subcatchment in SWAT is 
the first geographically located point at which time series and summary information can be 
extracted from the model.  Data output is also possible for each HRU, but unless HRUs are 
explicitly defined as individual fields (as in the application for Colworth; Kannan et al., 2005) 
the HRUs are not geographically located in space and may consist of a number of non-
contiguous areas with the same soil and land use combination within a subcatchment.  Therefore, 
the number of HRUs always exceeds the number of subcatchments, and the same HRU land use-
soil combination may occur within every subcatchment and will be assigned a separate HRU 
identifier. 
     Data output at the subcatchment level allows comparison of the observed and predicted time 
series of flow and water quality at the catchment outlet as well as allowing the expected and 
actual hydrological process response to be compared.  Thus, a baseflow time series extracted 
from the observed flow series can be compared with the SWAT groundwater component of flow 
output from the subcatchment.  Flow through drains can be compared with any information on 
drain flow from the catchment (e.g. at what time of year drain flow occurs or how long it 
persists).  Surface response largely controls the rapid rises and falls in flow hydrographs and can 
therefore be checked against the occurrence of such peaks.  Flow or contaminant outputs can also 
be viewed as exceedance curves (Figure 3), which is of direct use for linkage with GREAT-ER. 
 

 

Figure 2. Exe Catchment location and discretisation. 
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Figure 3. Flow exceedance curve for the Cowley Subcatchment. 
 
 
     At the HRU level a range of statistics such as crop growth, date of reaching and leaving field 
capacity, and maximum soil moisture deficit were used to check model performance. 
By using the full range of outputs from SWAT at HRU, subcatchment and catchment levels to 
check against expected or observed behaviour patterns it is possible to build confidence in the 
way the model represents process rather than how good it is at matching final output.  This is 
important for TERRACE and for CEFIC because a model that predicted the right outputs at a 
large scale, but with the wrong process mechanisms at any or all levels within the model, would 
risk rejection of the proposed methodology by the responsible European authorities. 
     SWAT has another major advantage for LRI.  The model is sensitive to changes in land 
management practices and crop rotations.  Although this demands a high level of data input and 
hydrological competence in setting up and running the model, it also means that more confidence 
can be placed in the model outputs.  There will always be uncertainty in many of the data inputs.  
Our knowledge of the spatial variation in soils and their hydrological behaviour, for example, is 
incomplete.  Information will never be available to define exactly what is happening (or worse 
what did happen) on every day of the year in every field in a large catchment.  These 
uncertainties will remain for a long time to come.  By having a model which can be shown to 
robustly reproduce the hydrological behaviour at HRU, subcatchment, and catchment levels the 
level of uncertainty in the model predictions can be restricted. 
 
Linkage of SWAT to GREAT-ER 
 
     In order to demonstrate the methodology results from the three-year simple model set-up are 
given here for the Woodmill Subcatchment and the pesticide Mecoprop (see White et al., 2005a 
for details of pesticide modelling).  The first stage is to produce flow duration curves for a site 
for comparison with those from LowFlows2000 (Figure 5).  Only annual data are presented here 
as with only two years of valid run the monthly level curves are not statistically valid. 
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Figure 5. Flow exceedance curves for the 
Woodmill Subcatchment. 

Figure 6. Mecoprop load exceedance curves 
for the Woodmill Subcatchment. 

 

 
     Mecoprop load duration curves are also prepared for the same sites (Figure 6).  As may be 
expected there is little or no response at the low frequency end of the graph, indicating that 
Mecoprop is only moving in high flow events which will have a large surface flow component. 
     The final step in the analysis procedure is to link the flow and load duration curves for each 
node.  Again examples are given for Woodmill.  Figure 7 shows the load exceedance-flow 
exceedance relationship for the site.  From the model results it is clear that high water flows do 
not always relate to high Mecoprop loads.  The additional control on the relationship is 
Mecoprop availability.  If data are studied by month of occurrence it is clear that a seasonal 
variation is present in the load-flow relationship requiring data to be analysed at a monthly level. 
 

 
Figure 7. Linkage between flow and load exceedance for 
Woodmill, Cowley, and Thorverton. 
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A Plan for Future Use of the Modelling System 
 
     The impetus for the CEFIC-LRI programme has been the requirement by the EU for the 
chemicals industries to develop methodologies for demonstrating the likely impacts of chemicals 
in the environment via the estimation of Predicted Environmental Concentration (PEC).  The EU 
has accepted in outline the approaches developed under LRI subject to “extensive validation”.   

Implementation 
     Once the TERRACE approach is validated there is still the question about how it will be 
implemented and used within LRI and REACH (a computer-based set of data and models in 
support of EC Chemicals Directives objectives).  SWAT-2000 is a complex model which 
requires a high level of hydrological expertise to set up, calibrate, and validate for hydrological 
performance before any contaminant movement can be modelled.  It is suggested that this is best 
achieved through a series of focus sites across Europe.  These should be selected to represent key 
combinations of land use, climate, soil, and land management.  This approach is the same as that 
approved by the EU as part of their FOCUS initiative for both groundwater (vertical) and surface 
water (to edge-of-field) analysis of pesticide transfer.  Details of the FOCUS scenario selection 
methodology are given Linders et al. (2003).  Such an approach fits well alongside the proposed 
validation scheme. 
 
Conclusions 
 
     SWAT was identified as a suitable model for Tier II diffuse pollution modelling in support of 
the EC Chemicals Directive.  Pan-European and UK national datasets have been identified which 
allow SWAT to be applied in a consistent way to any river basin.  Where these datasets did not 
contain the parameters needed for SWAT applications, pedo-transfer functions have been 
developed to convert available values to required parameters.  A method of extensive model 
calibration, verification and validation has been described and implemented for a trial catchment, 
the Exe, in southwest England.  A methodology for linking a distributed dynamic catchment 
model with a stochastic river water quality model has been defined and applied for the Exe.  
Further use of SWAT, in its TERRACE guise, within the REACH system depends on identifying 
focus catchments across Europe where the model can be extensively calibrated and validated.  
These catchments would then provide test-bed sites for testing the predicted environmental 
concentrations form diffuse sources of new and existing chemicals. 
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Abstract 
 
     SWAT is being used to model past and future land use and climate scenarios for river 
basins supplying water and nutrients to the ecologically important low-lying lakes of the 
Norfolk Broads area of eastern England. These lakes suffer from high nutrient loading, both 
via the groundwater and in surface response in soluble and sorbed forms. Eutrophication and 
sedimentation in the shallow lakes (known as broads) are of major concern. 
     One problem with using the nationally available crop type and soil data for England and 
Wales is that data are supplied in grid format with an associated dominant crop type or soil 
group, and a range of sub-dominant classes. In this context dominant is used in a spatial sense 
rather than a hydrological one, but sometimes a soil or crop which covers less of the area is 
more important in controlling either hydrological or erosional response, or both. As this study 
is focused on potential future conditions it is essential that past and current conditions are 
modelled as accurately as possible, and that we ensure that the responses we get at the 
subbasin and basin level actually reflect the processes we expect to find. 
     Techniques to define the controlling soil-vegetation cover from within the range of 
possible combinations have been developed and tested. The importance of such care in model 
set-up will be discussed in the context of the nutrient modelling required for these basins. 
 
Introduction 
 
     The Norfolk Broads are a group of important low-lying lakes in eastern England (Figure 
1); they form a very fragile ecosystem with two main pressures. These pressures are key to 
the more ecologically desirable clear water, plant dominated system that characterized the 
Broadlands until the 1960’s.  
     The structure of the river ecosystem has been destroyed in the past from boats, although 
boating activities are better managed now. The current water quality of the system is not 
compatible with diverse biological plant communities that are remembered from 50 years or 
more ago.  There are over 200 sewage treatment works in the Norfolk Broads, many of which 
serve less than 1,000 people and which therefore do not fall under the Urban Waste Water 
Treatment legislation requiring works to undertake phosphorus stripping. Therefore, there is 
still a great deal of phosphorus being released into the Broadland system from sewage 
effluent, but legislation exists, were it to be used, to eliminate this source almost entirely.  
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     Diffuse sources of 
nutrients from cultivated 
land, stock wastes, 
sediments, and agricultural 
drainage systems are less 
easy to control but do 
however need to be 
addressed.  Until water 
quality can be improved at 
the river basin scale it is not 
worth attempting 
restoration measures such 
as the use of bio-
manipulation in the Broads. 
SWAT is therefore being 
used to model past and 
future land use and climate 
scenarios for river basins 
supplying water and 
nutrients to Broadlands. 
 

     Figure 1: The study area. 
 
Methodology 
 
     Soil and crop type data are only available at a national or regional level. This data is 
supplied in grid format with an associated dominant crop type or soil group, and a range of 
sub-dominant classes. In this context dominant is used in a spatial sense rather than a 
hydrological one, but sometimes a soil or crop which covers less of the area is more 
important in controlling either hydrological or erosional response, or both. As this study is 
focused on potential future conditions it is essential that past and current conditions are 
modelled as accurately as possible, and that we ensure that the responses we get at the 
subbasin and basin level actually reflect the processes we expect to find. SWAT is a 
comprehensive model that requires a diversity of information in order to run; therefore, great 
care has been taken in selecting data for use in the model setup. 
 
Soil Data 
     The data required by SWAT encompasses a large number of paper soil reports, maps, and 
digital soil information. The NSRI LandIS database incorporates all these data sources and 
has been utilized to gain the appropriate data for SWAT. Within LandIS, soil profile 
characteristics are used to define soils at four levels in a hierarchical system, general 
characteristics being used at the highest level to give broad separations, and more specific 
ones at the lower levels to give increasingly precise subdivisions. Soil associations are made 
up of a number of soil series but are named after the dominant soil series. For example, Wick 
2 is made up of Wickmere, Sheringham and Aylsham series (see Table 1).  
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Table 1. Soil associations within the study area. 

Soil Association Areas In SWAT (ha) Ancillary 
Subgroups

Proportions 
(%)

Proportions based on 
SWAT areas (ha)

813 Wallasea 75 87.05
814 Newchurch 25 29.02

551 Newport 76 2878.63
631 Redlodge 24 909.04
861 Isleham 31 453.54

1024 Adventurers 29 424.28
552 Ollerton 20 292.61

821 Blackwood 20 292.61
541 Wick 61 10763.89

541 Sheringham 28 4940.80
551 Newport 11 1941.03

541 Wick 38 11886.33
572 Wickmere 36 11260.74

541 Sheringham 16 5004.77
543 Aylsham 10 3127.98
871 Hanworth 40 815.58
831 Sustead 30 611.69

1024 Adventurers 30 611.69
711 Gresham 63 975.08

711 Prolleymoor 21 325.03
831 Sustead 16 247.64
711 Beccles 65 675.85
712 Ragdale 35 363.92
1022 Altcar 50 310.79

1024 Adventurers 30 186.47
1025 Mendham 20 124.32
643 Felthorpe 40 669.60

642 Lakenheath 27 451.98
821 Blackwood 33 552.42

Newport 4 3787.68

Wallasea 1 116.06

Wick 3 17645.72

Isleham 2 1463.04

Hanworth 2038.96

Wick 2 31279.82

Beccles 1 1039.76

Gresham 1547.74

Felthorpe 1674.01

Altcar 2 621.58

 
 
     As can be seen from Table 1, each soil series within Wick 2 contributes a percentage to 
the total soil association; however each series has different characteristics. At the moment the 
soil database in SWAT is made up of the dominant soil series for each association found in 
the study area, thus the database doesn’t take into consideration the characteristics of the 
other soil series making up the association. Soils which are highly erodible could therefore be 
missed from the model giving unreliable results. To assess this problem USLE calculations 
have been undertaken for each soil series within each subbasin within the SWAT model. 
     USLE calculations showed that some soil series such as Sheringham have high erodibilty 
factors. The Sheringham series makes up approximately 28% of the Wick 3 association and 
16% of the Wick 2 association, and therefore potentially covers 9,945 ha of the SWAT river 
basin. By only modelling the soil association, soil series such as Sheringham are not 
incorporated into the model; therefore, model results could be underestimating soil erosion. 
The difference between the Sheringham soil series and the Wick association are nominal (see 
Hodge et al., 1984). The only difference being the percentage of stones in the soil, therefore 
the differences being shown in the USLE calculations may be artificial, although it is thought 
that Sheringham, with no stones within it, will be more erodible than Wick.   
     The modeling of the soil subgroups within SWAT does however prove problematic. The 
SWAT ArcView interface requires a soil map linked to the soil database, to provide spatial 
information on the soil distribution within the river basin. These maps need to be prepared 
prior to running the interface. Unfortunately, the only digital soil map available is that of the 
National Soil Map, which only displays soil associations. Neither is any quantitative 
information available on the spatial distribution of the soil subgroups within each soil 
association. 
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Management Files 
     Quantifying the impact of land management and land use on water supply and quality is a 
primary focus of environmental modelling. Crop rotation is a system of regularly changing 
the crops grown on a piece of land. However, there are no mandatory rotations, and no single 
rotation necessarily represents best practice. Individual farmers will deviate from them to 
allow for their own machinery/labour availability, personal preferences, prices, or because of 
weather and soil moisture conditions in a given year. 
     Originally, typical rotations for the eastern region of the UK were used to vary crops 
grown from year to year within the SWAT model. These were taken from ADAS standard 
rotation information and based on soil type (Table 2).  

 
Table 2. ADAS standard crop rotations (Holman, 2004). 
Soil Rotation Crops Soil Rotation Crops 

Primary pts/ww/sb/sbt/ww/wb Primary pts/ww/p/ww/sbt/ww 
Secondary sbt/ww/osr/wb Secondary ww/sb/osr 

Sandy 

Set-aside sbt/ww/sa 

Deep 
Silty 

Set-aside p/ww/sa/ww/sbt/ww 
Primary sbt/ww/p/ww Primary osr/ww/ww/wbn/ww/ww

Secondary wbn/ww/osr/ww Secondary osr/ww/ww/wbn/ww/ww
Peaty 

Set-aside pts/ww/sa/sbt/ww 

Clay 

Set-aside osr/ww/ww/sa/ww/wb 
Primary sbt/ww/p/ww Primary pts/ww/sb/sbt/ww/wb 

Secondary wbn/ww/osr/ww Secondary sbt/ww/osr/wb 
Organic 

Set-aside pts/ww/sa/sbt/ww 

Shallow

Set-aside sbt/ww/sa 
Primary osr/ww/ww/wbn/ww/wb

Secondary osr/ww/ww/sbt/ww/wb 
Other 

Mineral 
Set-aside osr/ww/ww/sa/ww/wb 

Key: osr = oilseed rape ww = winter wheat wb 
= winter barley sb = spring barley p = peas sa = 
set aside pts = potatoes sbt = sugar beet wbn = 
winter field beans           

 
The use of these rotations in the SWAT model did not give a good representation of the crops 
known to have grown in the study area from EDL data. There was far too much winter wheat 
being represented in the model due to Wick 2 and Wick 3 soils (which cover the majority of 
the study area) being classified as ‘other mineral’ under ADAS standard rotations (Table 3).  
 
Table 3. ADAS soil texture classes (MAFF, 2000). 

Predominant Soils ADAS Texture Class Area (ha) in SWAT 
Altcar Peaty 621.58 

Beccles Other Mineral 1039.76 
Felthrope Organic 1674.01 
Gresham Other Mineral 1547.74 
Hanworth Organic 2038.95 
Isleham Organic 1463.04 

Newport 4 Sandy 3787.67 
Wallesea Clayey 116.06 
Wick 2 Other Mineral 31279.82 
Wick 3 Other Mineral 17645.70 

 
     To better represent EDL data, Wick soils were reclassified as ‘sandy soils’ to help reduce 
the quantity of winter wheat being grown in the river basin and to increase the area of other 
crops such as potatoes, spring barley, and sugar beets. The Wick soils were chosen as they 
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are usually sandy at depth, and therefore could easily fall into either the ‘sandy’ or ‘other 
mineral’ category. 
     Rotations were also slightly adjusted to increase or decrease the amount of certain crops 
within the SWAT model. Set-aside rotations were not used within the model, instead the 
5,500 ha which was counted as set-aside in the 2000 EDL data was primarily allocated to the 
wettest soils in the river basin as permanent set-aside, based on the soil wetness class (Table 
4). The system of wetness class grades soils from Wetness class I, well drained to Wetness 
class VI, almost permanently waterlogged within 40cm depth (Hodge et al., 1984).  
 
Table 4. Soil wetness classes (Hodge et al., 1984). 

Soil Wetness Class 
Beccles III 

Hanworth III to V 
Wallesea IV 

 
     Maize was not incorporated in the ADAS rotations but is a crop known to grow in the 
study area, being represented by 282 ha in the EDL data. Maize is recognized as having a 
higher risk of soil erosion and runoff than most other crops. The late drilling of maize means 
that the land is not ‘covered’ with a growing crop until late into June which results in the 
ground being more vulnerable than winter cereal crops to an intense summer thunderstorm 
which can lead to flash flooding. With late harvesting it is also necessary for machinery to 
access the land when it is generally wet and close to field capacity, causing an increased 
vulnerability to compaction in the soil. Compaction in the soil reduces permeability, 
increasing the risk or erosion and runoff. As maize is best suited to sandy soils, it was 
allocated to Newport soil series within the SWAT model. 
      Therefore, to give a good representation of EDL data within the SWAT model (Figure 2), 
13 rotations have been created based on the ADAS standard rotation information, taking into 
account the soil type (Table 5). 
 

Adjusted Crop Rotations in the Bure and Ant Compared to EDL 2000 Data Set
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Figure 2. Comparison of modeled and actual crop areas. 
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Table 5. Adjusted crop rotations. 
Other Mineral Sandy Organic Peaty 

osr/ww/wb/wbn/ww/wb pts/ww/sb/sbt/ww/wb sbt/ww/sb/ww wbn/ww/p/ww 
osr/ww/sbt/wbn/ww/wb pts/ww/wb/wbn/ww/wb sbt/ww/p/ww 

wbn/ww/sb/sbt/ww/wb 
sbt/ww/sbt/wb 
sbt/ww/p/wb 

Maize 
sbt/ww/osr/wb 

 

sbt/ww/sb/wb 

 
 

 
     Information on dates of planting along with harvest dates was not available for the study 
area. Indicative crop calendar dates (Holman et al., 2004) were therefore used in creating the 
management files for the SWAT model. Fertiliser information has been gathered from a 
number of sources. Application dates have been taken from published reviews for example 
‘Agrometeorological Aspects of Crops in the UK and Ireland’. Fertiliser type and application 
rates have been taken from best practices guidelines - “Fertiliser recommendations: for 
agricultural and horticultural crops (RB209)” published by the Stationery Office on behalf of 
MAFF. 
 
Irrigation Schedule 
     It was hoped that irrigation could be applied automatically by SWAT because inputting 
irrigation dates and amount for crops such as potatoes could be very time consuming. It was 
not possible to use the auto irrigation as when attempted, irrigation would only occur within 
the first year of the crop rotation. Therefore, irrigation had to be scheduled manually. 
     A program called CropWat (Smith, 1992) has been utilized to produce irrigation schedules 
for each crop which can be transferred to the SWAT management files. CropWat for 
Windows is a program that uses the FAO (1992) Penman-Monteith methods for calculating 
reference crop evapotranspiration. These estimates are used to develop irrigation schedules 
under various management conditions. 
     CropWat requires monthly climate data (temperatures, humidity, wind speed, and 
sunshine), crop files with planting dates, and monthly rainfall data. Data used for SWAT 
were transferred to CropWat. Climate data was taken from BADC data for Coltishall as this 
is the only climate gauge in the river basin. Monthly rainfall was taken from the Alysham 
rain gauge for 1990 as this gauge had data nearest the annual areal average, and 1990 was the 
closest to the annual average over a ten year period.  
     Default soil types were used within the model for light and medium soils. Irrigation 
scheduling criteria was set to irrigate when 100% of readily available soil moisture depletion 
occurred. Application depth was set to refill 100% of readily available soil moisture. 
Irrigation application date and net irrigation (mm) were used to schedule irrigation treatment 
within the SWAT management files for each crop within the HRU. 
 
Results and Discussion 

 
     As no daily time series data are available at the outlet of the river basin being modeled, 
initial calibration has been undertaken at three gauged sites within the river basin (Ingworth, 
Horstead Mill, and Honing Lock). Measured streamflow for the period 1996 – 1998 was used 
for the calibration of SWAT. In the calibration procedure, baseflow was separated from 
surface flow for measured streamflows using two methods. These are Base flow Index (BFI) 
from the soil HOST groups (Boorman et al., 1995) and the Turning Points Method (Gustard 
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et al., 1980). The two techniques estimated the baseflow to be approximately 83% and 84%, 
respectively for the study area. Model parameters were adjusted from the SWAT initial 
estimates within acceptable ranges to achieve the desired proportion of surface runoff to 
baseflow. Increasing the deep aquifer percolation fraction (RCHRG_DP) to 0.7 and the 
baseflow alpha factor (ALPHA_BF) to 0.3 resulted in a proportion of 81% baseflow and 19% 
surface runoff on an annual basis. Table 6 shows that the model is able to accurately predict 
the overall contributions of groundwater flow to total flow at Ingworth. A good correlation is 
indicated by R2 of 0.63 and ENS of 0.53. However, it should be noted that this is only at an 
annual level. 
 
    Table 6. Ground flow contributions to total flow. 

 Groundwater Flow Total Stream Flow 
% of total stream 

flow from 
groundwater 

Year Separated 
(mm) 

Predicted 
(mm) 

Observed 
(mm) 

Predicted 
(mm) Separated Predicted

1996 40.76 43.97 46.69 54.90 87.33 80.10 
1997 38.60 43.48 44.63 53.28 86.49 81.63 
1998 50.04 46.02 67.05 57.22 74.64 80.44 

82.82 80.72 Total 129.4 133.47 158.35 165.38 Average Values 
 

 
     Table 7 shows annual summary statistics for the calibration period, at Ingworth. Exact 
agreement is unlikely to be reached because of uncertainty involved in estimating which 
crops are grown from year to year. This will therefore affect the amount of water leaving as 
evapotranspiration, and thus the amount of water left to contribute to streamflow.  
 
  Table 7. Annual summary statistics. 

Year Observed 
flow 

(mm) 

Predicted 
flow 

(mm) 

Pred/Obs 
(mm) 

Precipitation 
(mm) 

ET (mm) P-ET 
(mm) 

1996 46.69 54.9 1.18 560.10 317.07 243.03 
1997 44.63 53.28 1.19 599.30 425.88 173.42 
1998 67.05 57.22 0.85 826.98 543.08 283.90 

 
 

Conclusions 
 

     The SWAT model was applied to two river basins in the Norfolk Broads, which is located 
in the east of England. The model was built with great consideration given to the 
management and soil files. The model has been initially calibrated for annual base and 
surface flow. The model was found to predict flow well. However, further sensitivity work is 
to be carried out on the distribution of soil associations and their soil series within the river 
basin. The use of dominant soil associations has shown that the use of a soil which covers 
less of the area is more important in controlling either hydrological or erosional response, or 
both. Further successful calibration of SWAT for non-point sources in the river basin will 
provide further insight as to which management and/or land use strategies could potentially 
help mitigate eutrophication problems now and in the future within the Norfolk Broads 
National Park. 
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Introduction 
 
     Water is a fundamental resource for socio-economic development and is essential for 
maintaining healthy environment and ecosystems. Consequently, there is a rising demand for 
fresh water resources as a result of increasing population and advancement of technology, 
and it is becoming increasingly difficult to satisfy in the current context of growing pollution 
worldwide. This is a matter requiring urgent attention, since water is such an important and 
scarce resource that it needs detailed scientific research all over the world in order to sustain 
and protect the water resource from pollution and for its wise utilization. 
     Natural fresh water is a finite resource, essential for agriculture, industry, and 
human/domestic existence. Without fresh water of adequate quantity and quality, sustainable 
development will be impossible and life is in danger. But human intervention in the natural 
system has a significant effect on the quality of natural water. Human activities like discharge 
of untreated toxic chemical and industrial waste into streams, unplanned urban development, 
lack of sewerage system, over pumping of aquifers, contamination of water bodies with 
substances that promote algal growth (possibly leading to eutrophication), and global 
circulation (heating) are some of the prevailing causes of water quality degradation. 
     Dire Dawa is the second largest urbanized centre in Ethiopia, next to Addis Ababa, along 
the Addis Ababa-Djibuti railway, with a population of more than 270,000. It has an enormous 
development potential. Industries mainly comprise food-processing plants, textile, and 
cement factories. The main source of water for domestic supply is groundwater (Sabiyan 
well-field) within the urbanized part of the town. In addition, there is water supply from the 
springs and hand-dug wells.  Although easier to exploit, it has to be treated before it meets 
the WHO standards for domestic supply. Hence, the water supply from the Dire Dawa and its 
vicinity is not completely safe due to the presence of different sources of pollutants that 
increase the risk of chemical pollution of the water resource. 
 
Objectives  
 

1) Determine water quality of the aquifers and impacts of the present and future 
exploitation  

2) To identify the different sources of pollutants affecting the quality of groundwater  
3) Give recommendation on the strategy of groundwater resources development and 

protection 
 
Methodology 
 
The methods applied are: 

1) Data collection and review of previous studies i.e. geological, hydrogeological, 
urbanization 

2) Water points inventory, sampling & field measurements (location, EC, PH, EH, 
temperature) 
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3) Water quality survey, hydrochemical, isotope analysis, and pollution source 
identification by applying different software 

 
Urbanization and Groundwater Pollution in Dire Dawa Town 
 
General Situation 
     The geomorphologic, geologic, and hydrogeologic characteristics of the basin facilitate 
the effect of pollution.  The town consists of mainly unconsolidated permeable alluvium 
deposit that can easily be penetrated by disposing wastewater. Percolation of wastewater is 
also facilitated by a gently dipping or almost flat nature of the topography of the town. The 
groundwater table is encountered at shallow depth in the northern part of the town that is as 
low as ten meters below ground level. Such distance is covered within a short time interval 
by descending pollutants. 
     Degradation of the town's groundwater quality may be caused by urban agriculture in the 
south (valley) -western and eastern sides of the basin, or by point sources such as septic 
tanks, pit latrines, garbage disposal sites, and cemeteries. Line sources such as poor quality 
water; wastewater drainages from factories and seepage from polluted streams affect the 
hydrogeologic system in a considerably high magnitude which tends to move laterally in the 
direction sources of the pollution. 
     The present contamination may be at its early stage because the movement of both 
groundwater and pollutants is so slow that it takes many years to be in contact. After the 
contact is made, it is difficult to clean up and rehabilitate from the aquifer since the degree of 
contamination will show a growing/pluming trend.  
     
Spatial Conditions and Urbanization 
     Dire Dawa is the second largest and one of the fast growing towns in Ethiopia. It has 
recorded a dramatic growth since its foundation. The first master plan of Dire Dawa was 
prepared in 1967 that has now become obsolete. The land use master plan that dates back to 
late 1967 and 1994 (NUPI) indicates that the total planned area was 2,928 and 3,241 hectares 
respectively. Presently (2004), it is extended to 8,386 hectares. The existing and future land 
use for Dire Dawa town is shown on the land use map. 
     The land use of the town is dominantly mixed, especially residential areas with 
commercial activities. This is true, notably in the central part of the town, where almost all 
buildings along the streets are used for commercial activities and their backyards or internal 
courtyards are used for dwelling purposes. Residential areas cover around 680 ha (10.38%), 
squatter settlement is estimated 980 ha (12%) and all about consists of 50.14% of the total 
built-up area. 
     The sanitation situation in Ethiopia is very low; the development is limited and has not 
been a major concern. Most of the population in rural and urban areas do not have access to 
safe and reliable sanitation facilities. As a result, above 75% of the health problems in 
Ethiopia are due to contagious diseases attributed to unsafe and inadequate water supply, and 
unhygienic waste management, particularly human excreta. 
     In Dire Dawa town, there is no municipal sewerage system at present. The sanitary system 
and practice in the town is very poor; unlined, traditional pit latrines are the most common 
technology in use.  At present the town doesn’t have any system for the safe disposal of 
wastewater. Each household is in charge of disposing of its own waste. It is clear that the 
existing facilities do not cover the needs of the town in terms of sanitation. 
     Sanitation in Dire Dawa town at the moment is the responsibility of both the Water Supply 
and Sewerage and the Health Offices, even though they have insufficient means at their 
disposal to adequately execute their role. In the town there are three trucks and 84 transfer 
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containers for refuse collection and two vacuum trucks for emptying the filled toilets. Sullage 
is domestic wastewater used for body washing, laundries, and cleaning of cooking utensils. 
Sullage water represents a significant proportion of water consumption in the town and the 
volume produced is greatly dependent on the volume of domestic water used. In Dire Dawa 
town, washing is mostly carried out at the entrance of households and the resulting 
wastewater is disposed on the ground or into drainage ditches outside the compound. 
 
              Table 3.1. Solid waste disposal situations in Dire Dawa and rural as per 1998   
    CSA.  

Status Vehicle 
container Dug out Thrown 

away Others Total 

Rural 3.1% 1.1% 93% 2.8% 100% 
Urban 46.55 11% 37.4% 5.1% 100% 

             Source: 1998 CSA WMS 
 
     Solid waste disposal sites are not selected according to hydrogeological priorities. The 
main solid waste disposal area is the sandy dry stream Channel of Dechatu River that divides 
the town into two almost equal parts. Solid waste stack is clearly seen in the dry river channel 
starting from the upper part of the town (Addis Ketema) to the lower part ( Kebelle 22 ). 
     Dire Dawa textile, meat factory, and soft drinks factory discharge untreated wastewater 
into the drainage. All of them drain northward unprotected and open to additional surface 
contaminations. Due to the highly permeable nature of the geological formations, there is a 
sharp drop in the amount of wastewater into the system from the initial points. 
     It is noted that dysentery and malaria are the second and the third causes of death in the 
region, which are caused by ingestion of contaminated water. Even the first cause of death 
TB- the barometer of the living standard is highly connected with water, sanitation, and 
environment. 
 
Sources of Pollution 
     Due to the rapid growth and urbanization in Dire Dawa, there is an increase in the size of 
population, number of commercial establishments, and number of industries. Consequently, 
the amount of waste generated has also increased since there is no good integrated waste 
management system (no recycling, sewage network, and landfill sites) in the town. The 
geology and aquifer system is easily exposed for contamination. The major pollution sources 
are related to anthropogenic activities that are domestic, industrial, and agricultural. On the 
other hand, natural hardness is a major problem of the region since it is a sedimentary terrain 
and the major aquifer is limestone with Ca-Mg bicarbonate of water type is dominant. 
     Industry is the second important economic activity in urban area. There are six major 
industries and more than 100 small-scale manufacturing industries in the town of Dire Dawa. 
These are Dire Dawa textile, Dire Dawa food complex, ELFORA meat processing, East 
Africa bottling (soft drink), and Dire Dawa Cement. 
     Major wastes and by products of the factory are carbon dioxide, carbon monoxide, dust, 
and sometimes sulfur dioxide. Carbon monoxide is produced when there is incomplete 
combustion of raw material. The main raw material is lime (CaCO3). When partially 
combusted, the lime gives off cement, CO2, and CO.  Both CO2 and CO liberate to the air, 
which ultimately contributes to the greenhouse effect in the atmosphere. Another nuisance 
waste product is sulfur dioxide that liberates from the furnace when there is less air or less 
ventilation. This gas has been causing bad smells for the nearby residents.  
     The Dire Dawa textile factory is the main source of contamination in the urban area. The 
chemicals used in this factory pollute the ground and surface water. The factory has no waste 
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treatment plant and it directly releases all sorts of wastes into the nearby stream. Most of the 
time, PH of the waste is more than 12.  The following table shows the type and amount of 
different chemicals used in the factory. 
     In the town, there are about 98 medium and small-scale factories. All medium and large-
scale industries do not treat their effluent or liquid waste. They merely discharge into open 
fields, nearby the Dry River or sandy stream channel, which is a threat for the groundwater 
source. The cumulative and long-term effects of these pollutants in the environment, 
particularly in the surface and ground water resource potentials of the town would be 
significant. 
     There is no waste treatment and proper waste disposal system in Dire Dawa town. 
Domestic as well as industrial wastes have been discharged directly into the open ditches and 
sandy streams. From the nature of its topography and soil, the groundwater resource is very 
vulnerable to pollution. Degradation of groundwater quality is exacerbated by point-source 
contamination such as septic tanks, pit latrines, and industrial effluents. 
      
Table 3.2. Urban toilet facilities of Dire Dawa by housing unit, as to 1994 census. 

                    Type of toilet facilities 

Towns 
All 
Housin
g units 

Has no 
Toilet 

Flushed 
Toilet 
private 

Flushed 
Toilet 
shared 

Pit 
Private 

Pit 
Shared 

Not 
stated 

Dire Dawa 34680 21.6% 4.7% 2.4% 29.7% 39.6% 1.9% 
MelkaJebd
u 

1702 61.4% - 0.5% 31.1% 5.4% 1.4% 

DDAC 36382 8531 1662 851 10831 13811 696 
 
     According to CSA (1994), about 68% of the household in Dire Dawa use pit latrines. This 
situation is increasing the risk of the groundwater contamination by human wastes. These 
pollution problems are clearly observed from the water quality analysis in the past 30 years.  
Water quality tests from different sites of the town (bore holes) show that nitrate 
concentration of water samples from Sabiyan and inner parts of the town highly exceeds the 
WHO and Ethiopian Drinking Water Quality Guideline Values. 
     In the town and its vicinity, there are numerous urban and rural agricultural activities such 
as Tony farm, chat farm, Amdael diary farm, Hafecat diary, and other small-scale cattle 
breeding and horticulture producers in the town. Generally, the agricultural inputs and by-
products constitute the greatest amount of wastes and have a chance to contact the 
groundwater system. 
     Animal wastes are classified as solid and liquid. Such animal waste may become the 
source of groundwater pollution. The groundwater quality is directly affected by 
microorganisms in organic fertilizers, particularly when raw animal feces are applied without 
being subjected to thermal and anaerobic stabilization prior to application (Castany, Groba, 
Tomija, 1986; and references therein). 
     In the Dire Dawa area, in addition to the above-mentioned potential sources, there are also 
possible pollution sources like markets, cemeteries, fuel stations, garages, etc. Urban 
activities produce numerous sources of contamination to the environment.  
     The other possible source of water pollution is cemeteries. Most of the churches in Dire 
Dawa have graveyards/cemeteries away from their compounds. There are two main 
cemeteries associated with the religious consideration such as Muslim and Christian. But 
both cemetery sites are in the inner part of the town and near the Dechatu River.  
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Sources of Groundwater Contamination 
     The chemical, biological, and physical properties of natural water are variable and depend 
on the composition of precipitation, geology, climate, biological activities, geochemical 
processes, the contact surface and contact time between water and rocks, and human factors. 
As a result of disposal of liquid, gaseous and solid wastes, chemical substances, and 
pathogens pollute water sources; and their potability may be impaired by troublesome odor, 
test, and color. Also, substances that can be used in agriculture such as fertilizers, 
insecticides, and herbicides may pollute water sources. Their harmful effect on water quality 
can be caused by inappropriate application or the chemical nature of the substance used. 
     Generally, domestic as well as industrial wastes affect water quality in urban centers. In 
Ethiopia the degree of pollution is generally not large except the surface waters of Addis 
Ababa and groundwater of Dire Dawa town.  In general, the influence of human activity in 
the wastewater in the urban centers is indicated by the increase of nitrate and chloride 
concentration in the water bodies. 
     Groundwater moves slowly and responds slowly to quality changes. The movement of 
pollution is determined by the movement of water, and therefore depends on physical factors. 
Pollution tends to attenuate as it moves through soil and groundwater systems due to physical 
dilution and dispersion, and a combination of chemical and biological actions. Of these, 
precipitation-solution, ion exchange and adsorption, and biological degradation (oxidation-
reduction) are most significant to groundwater quality. The importance of the various 
physical, chemical or biological processes depends on the type and source of pollution, the 
nature of the soil and/or aquifer material, the hydrology, and the well field. 
     The causes, types, and extent of groundwater pollution range from wide spread 
agricultural sources to the primary domestic pollution sources of solid and liquid waste 
disposal. Individual septic tanks cause local and up to regional contamination problems of 
nitrate buildup if their concentration is very high. The land disposal of municipal sewage is a 
potential nitrate source and landfills are sources of metals and a variety of organic and 
inorganic compounds.  
     Most potential groundwater contaminants are released at or slightly beneath the land 
surface. Here, the wastes are subjected to the processes of leaching and percolation that may 
lead to their introduction into the ground water system. As they move through the unsaturated 
zone above the groundwater table there is the tendency to attenuate; a process that sometimes 
eliminates potential contamination sources as serious problems, because contamination 
simply does not reach the groundwater in sufficient strength.    
     The movement of a solute through the unsaturated zone, or zone of aeration, to the water 
table is primarily vertically downward from the surface, and then horizontal displacement has 
undergone within the saturated zone. In the unsaturated zone, hydraulic and mass transport 
properties influence the degree of pollutant movement (FAO-Rome, 1979). 
     Contaminants are solutes reaching aquifer systems as a result of human activities. 
Pollution occurs when contaminant concentrations reach objectionable levels. Man's 
interference with natural flow patterns and his introduction of chemical and biological 
material into the ground usually results in undesirable groundwater quality changes. 
Contaminant sources include: municipal sewer leakage, liquid waste disposal, solid waste 
disposal, urban runoff, lawn fertilizer application, industrial liquid waste disposal, tank and 
pipeline leakage, mining activities, chemical spills, etc.  
     Dire Dawa has no sewer system, well-studied waste disposal sites, and no systematic 
disposal methods. For the past nine decades, pit latrines have remained the main human 
excreta disposal facilities. There are more than 15,000 pit latrines and more than 1,000 septic 
tanks throughout the town. In the other part of the town, where the population density is 
higher, the latrines are closely spaced and this poses cumulative effects on the hydrogeologic 
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environment. With a total population of more than 270,000 and poor feeding style, the annual 
tonnage of human excreta dumped is considerably high. Such exponential increase will have 
a direct and higher effect on the hydrogeologic system since it is only in the past few decades 
that the town has developed and populated. The effect of population in polluting the 
hydrogeologic system is still in its early stages.  
     Human excreta contain large amount of water, 20% organic matter, 2.5% urine, nitrogen, 
phosphoric acid, sulfur, and other inorganic compounds (Ehlers and steer, 1976). As can be 
understood from this fact, nitrogen is the main component of human excreta. Of the organic 
matter contained in average domestic sewage, about 40% is made up of nitrogenous 
substances, 50% of carbohydrates and 10% of fats (Fair and Geyer, 1971). Such high influx 
of nitrogenous substances will result in nitrate pollution of groundwater.  
     Industrial and domestic wastewater drain into the sandy stream channels and percolate 
within few hundreds of meters distance from their source. Dire Dawa textiles factory, meat 
factory, and soft drinks factory discharge untreated wastewater through drainages and into the 
hydrogeologic environment, unprotected, and open that makes additional surface 
contaminations. On the other hand, they create favorable conditions for the decomposition of 
organic matter dumped as a solid waste in the sandy water channels. 
     The laboratory analyses conducted on the water samples taken from different localities at 
different times indicate that the level of groundwater pollution is increasing at an alarming 
rate. For instance, according to the hydrochemical analysis conducted by an Israeli geologist 
in 1959, the maximum concentration of NO3 at the center of the town was 45mg/l. After 22 
years (1982) Ketema Tadesse has reported a NO3 concentration of 320mg/l within the town. 
On the other hand, while preparing this research the water sampled from Dire Dawa food 
complex bore hole (FBH) at August 2003 and analyzed on October 2003 by EIGS-laboratory 
shows the result is still high to 266mg/l (2003). 
     Nitrate may also play a role in the production of nitrosomines in the stomach, which are 
known as carcinogens. This was considered as a possible reason for a higher death rate from 
gastric cancer in a group of people that had high nitrate levels in their drinking water (Bower 
and references their in, 1978). Point contamination also has higher contribution to the higher 
concentration of sulfate, sodium, and chlorine in Dire Dawa groundwater (refer nitrate map). 
     Presently, the factors that are assumed to cause pollution (declining of the rainfall, 
increment of household wastes, absence of proper waste management, etc.) are being 
aggravated. Hence, the level of pollution is exceeding the maximum allowable limits set by 
World Health Organization (WHO) and the National Standard (ENWQG).  
     High nitrate, chloride, and sodium concentration is observed in the wells found within 
Dire Dawa town. The water quality of alluvial aquifers is highly contaminated by human 
interferences, especially the alluvial water in the Dire Dawa town and dug wells near the 
community. The total dissolved solids of polluted water is from 1,000 mg/l to more than 
3,000 mg/l. The spatial coverage and trend of TDS, EC, hardness, major cations, and anions 
of the basin in general and the Dire Dawa town in particular is explained on the maps.  
     From the land use map of the town and in relation with the hydrochemical evolution, the 
concentration of EC, TDS, chloride, nitrate, and sulfate are mainly dependent on the 
groundwater flow direction and anthropogenic activities. For further understanding, please 
see the attached figures.  
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 Sodium,Chloride, Nitrate and Sulphate relation in Dire Dawa Town
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 Figure 3.1. Sodium, chloride, nitrate, and sulfate relations within Dire Dawa 
groundwater. 
 
Aquifers Vulnerability   
     There are two aquifers in Dire Dawa area that is the alluvial and the upper sandstone 
aquifer. The main aquifer that is exploited for the Dire Dawa town water supply is the upper 
sandstone. Upper sandstone is semi-confined overlaid by the alluvial aquifer. The 
groundwater elevation map shows that the groundwater level is deep along the Dechatu River 
and at the same time the overlying alluvial and the upper sandstones are highly permeable 
and the groundwater flow concentrates along the river. In general, the upper sandstone 
aquifer at Dire Dawa town is vulnerable to pollution due to the high to moderate permeability 
of the alluvial sediments overlying the main aquifer. 
     From nitrates, chlorides, and sulfate concentration distribution in the aquifer of the Dire 
Dawa basin, the following observations are made: 
1) High concentration is directly related to high population density and industrial areas 
2) The high concentration plume is flowing along the groundwater flow direction 
3) At the Sabiyain well field a localized plume of nitrates, chlorides, and sulfate are flowing 
to the well field. At present, some of the wells in the well field are located within the zone of 
50-166 mg/l of nitrates. 
 
Impacts of Pollution on the Environment 
 
     One of the major difficulties with groundwater contamination is that it occurs 
underground with a complex system. The pollution sources are not easily observed nor are 
their effects seen until damage has occurred. The tangible effects of groundwater 
contamination usually come to light after the incident causing the contamination has 
occurred. This long lag time is a major problem. 
     All the scientific evidence that has been considered so far lead to the conclusion that 
continued disposal of wastes to the subsurface will produce progressive and largely 
irreversible pollution of the groundwater. Although physical, chemical, and biological 
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processes have been identified which may attenuate pollutants, these processes have finite 
limits or are operative only over a limited range of physico-chemical conditions. Persistent 
pollutants will therefore accumulate in the groundwater until a dynamic balance is reached 
between the rate of input of the pollutants to the groundwater flow system and the rate of 
discharge of the pollutants from the system.   
     In order to evaluate the extent of pollution in the study area the number and distribution of 
possible pollutant sources, hydrogeolgical characteristics of rocks and soils, and results of 
water analysis have been given due emphasis. Based on these factors the study area was 
divided into three different areas as shown in the map (Figure 3.1). The sources of pollutants 
are closely associated with land use patterns and to some extent to population density in the 
area. Moreover, the extent of pollution also varies between the urban and suburban part of the 
town.  
 
Remedial Measures and Aquifer Cleanup 
 
     The general characteristics of contaminants from common point and non-point sources are 
seepage pits and trenches, percolation ponds, lagoons, waste disposal facilities, streambeds, 
landfills, deep disposal wells, injection wells, surface spreading and irrigation areas, and 
farming areas. 
     The largest component of municipal land disposal of solid wastes is paper, but substantial 
food wastes, yard wastes, glass, menials, plastics, rubber, and liquid wastes are also included. 
Landfill leaches can contain high levels of BOD, COD, iron, manganese, chloride, nitrate, 
hardness, heavy metals, stable organics, and trace elements. Gases such as methane, carbon 
dioxide, ammonia, and hydrogen sulfide are by-products of municipal landfills. Many 
municipal waste disposal sites receive industrial process residuals and pollution control 
sludge. Radioactive, toxic, and hazardous wastes have been disposed in some municipal 
landfills and applied an integrated waste management system. 
     Municipal waste water may reach to aquifers by leakage from collecting sewers, leakage 
from the industries during processing, land disposal of the treatment plant effluent, disposal 
to surface waters which recharged aquifers, and land disposal of sludge. Sewer leakage can 
introduce high concentrations of BOD, COD, nitrate, organic chemicals, bacteria, and heavy 
metals in to groundwater. Potential contaminants form sludge includes nutrients, heavy 
metals, and pathogenic organisms. Potential contaminants from industrial waste disposal sites 
cover the full range of inorganic and organic chemicals including phenols, acids, heavy 
metals, and cyanide. 
     These remedial measures are time-consuming (months to years) and very expensive (tens 
of thousands to millions of dollars).  It often takes longer to decontaminate an aquifer than it 
took to contaminate the aquifer. 
     Remedial measures remove or isolate point sources and/or pump and treat contaminated 
ground water (JRB Associates, 1982). Remedial measures include: changing the surface 
drainage so that runoff does not cross the source, using source subsurface drains and ditches, 
constructing low-permeability caps above the source, installing a low-permeability vertical 
barrier (slurry wall, grout curtain or sheet piling) around the source, lowering the water table 
where it is in contact with the source, chemical or biological in situ treatment of the source 
plume, modifying nearby production well discharge patterns, changing water table hydraulic 
gradients though the installation of injection wells, artificial recharge, and extracting 
contaminated ground water via production wells. 
     Removal of contaminated water through extraction wells with aquifer advection and 
dispersion mechanisms but without aquifer sorption mechanisms requires that a volume of 
groundwater about twice the volume of the contaminant plume be removed from the aquifer.  
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Biological activity is another method to identify the nitrate after investigating the issue in 
detail. 
 
Conclusions and Recommendations 
 
     Chemical, physical, and biological processes in addition to the geological formation and 
man-made factors influence the hydrochemical variation of groundwater both spatial and 
temporal in water quality directly and indirectly. Due to the fact that different nuclei have 
seen on the hydrochemical variation maps within the basin area. Mostly, the concentration 
EC, TDS, and chloride are increasing along the groundwater flow direction. But total 
hardness and bicarbonate are directly related with the PH conditions of the groundwater and 
geological formation. 
     The poor sanitation condition together with the lack of proper waste disposal mechanisms 
attributed to severe effects of pollution of both surface and groundwater resources of the area. 
The most severe effects of pollution were observed in shallow wells, which is the reflection 
of all anthropogenic impact on water bodies of the area.  
     The existing industries should be enforced or advised to treat their wastes and good waste 
management systems should be established in the Dire Dawa town. When industrial 
establishments are considered, the budget for the treatment plant should be included 
(considered) in the main cost of the plant. Develop and implement effective programs of solid 
waste disposal and sanitation system. More solid waste containers with the required truck 
should be allocated as one alternative for solid waste collection and disposal. To minimize 
the impact on public health and environment, treat wastes down to an acceptable standard and 
dispose of it. 
     Waste generated from industries, agricultural activities, households, market centers, 
institutions, garages, fuel stations, and the health centers are the main sources of pollutants 
that may affect the quality of water in the area. In general, the causes, types and extent of 
waste pollution range from the wide spread agricultural use of fertilizers to a single incident 
of an industrial chemical spill.  
     Since there is a danger of potential pollutant risk of the water bodies of the area, planners 
and policy makers and other decision making bodies in the region should create clear 
environmental policies. Rules and regulation should be formulated to control utilization of 
groundwater, effluent standards, and properly follow the implementation of the policy; 
otherwise future generations will inherit these problems. 
 
Recommendations 
Based on the present investigations the following recommendations are made:  

1)   Artificial recharge should be done to maximize the groundwater potential and proper 
groundwater management should be undertaken and boreholes must be drilled outside 
the town to the north direction. 

2)   Establish environmental standards related to chemical management and develop 
concepts of integrated waste management strategy (source reduction, sorting, 
recycling, incineration, and sanitary landfill) and construct a sewerage system. 

3)   Remedial measures should in practices i.e. change the surface drainage so that runoff 
does not cross the source.  

4)   Aquifer cleanup/removal of contaminated water through extraction wells with aquifer 
advection and dispersion mechanisms, but aquifer sorption mechanisms requires that 
a volume of groundwater about twice the volume of the contaminant plume be 
removed from the aquifer. Biological activity is another method to identify the nitrate 
and to dismantle from the contaminated zone.  
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Abstract 
 
 The sugarcane crop coefficient is necessary for estimating the water requirement in 
irrigation water planning and management.  This study has been initiated to determine the 
crop coefficient (Kc) of sugarcane (Ratoon) in the Haft tappeh climate.  The relationships 
between Kc, ETc/Ep, length growth, days after cutting (DAS) and percent days after cutting 
(%DAS), were also investigated. 
 The mid-season and late-season Kc values for sugarcane were 1.45 and 1.14, respectively.  
These values are somewhat higher than those values that recommended by FAO.  The ratio of 
ETc/Ep varied between 0.64 to 1.10 from the beginning to the end of the growing season. 
 The maximum ratios of ETc/ET0 and ETc/Ep occurred at a length growth of 126 cm.  
Furthermore, second order polynomials were presented to predict the Kc values from days 
after cutting (DAS) and percent days after cutting (%DAS). 
  
Keywords: Sugarcane, Haft tappeh, Crop coefficient, Irrigation and Evapotranspiration 
 
 
Introduction 
 
 Sugarcane is an irrigated cash crop usually planted in Khouzestan of I.R.  of Iran.  
Therefore, it should be included in crop pattern of irrigation projects in these regions, and its 
water requirement estimated for irrigation water planning and management.  Crop coefficient 
is required for estimation of crop water requirement.  As far as authors are aware, there is 
little data if any reported on the water requirement of sugarcane (Cp48-103) in I.R.  of Iran 
and other parts of the world. 
 Crop coefficient is the ratio of actual crop evapotranspiration (ETc) to reference crop 
evapotranspiration (ET0).  The reference crop is usually grass (Doorenbos and Pruitt, 1977).  
The pan evaporation method is a simple method to predict of evapotranspiration.  This 
method has been modified by FAO (1998).  Different methods estimating ET0 values have 
been used for the study area but a suitable method is still in doubt. 
 This study was initiated to measure the ETc of sugarcane using two lysimeters and to 
estimate the ET0 using the pan evaporation method to compute the crop coefficient of 
sugarcane in Haft tappeh area.  The relationships between Kc and days after cutting and 
length growth were also investigated for sugarcane. 
 
 
Methodology 
 
 Crop coefficient (Kc) can be estimated by, 

 Kc=
0ET

ETc                                                                                                  (1) 

Therefore, the ETc and ET0 values were determined at the various stages of growth. 
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 The study was conducted in Haft tappeh, I.R.  of Iran.  The area is a flat at  32.07(degree, 
N) and 48.35 (degree, E) and an altitude of 63.1 m.  Climate of the study area has warm 
summers and most of the rain occurs in the winter months.  Temperature, relative humidity, 
wind speed at 2 m height and sunshine duration on a daily basis were collected during the 
study period.  A summary of the weather data is shown in Table 1. 
 
 
Table 1.  Summary of meteorological parameters for Haft tappeh area. 
      Parameters Unit Maximum Minimum Annual 

 
Temperature C 50 0 - 
Humidity % 99 18 56 
Sunshine hours 9.8 4.8 - 
Wind speed (U2) m/s 3.09 1.45 - 
Precipitation mm - - 291 

 
 
 ETc of sugarcane was measured by two drainable lysimeters surrounded by sugarcane 
plantation.  The lysimeters and surrounding sugarcane plantation were located in between of 
a field of sugarcane during the growing season of 2000-2001(April to November).  The 
average depth and dimension of the lysimeters were 1.9 m and 4 ×4.5 m2, respectively.  A 
Cp48-103 cultivar of sugarcane was cutted on 23 December 2000. 
 The weight method was used to measure the volumetric soil water contents before and 
after growing season.  These measurements were used to determine the amount of ETc in 
lysimeters during the growing season.  ETc was calculated by the following equation: 
 
 ETc=I+P-D+(M1-M2)  (2) 
 
where I, P and D are irrigation, precipitation and deep percolation (mm), respectively.  M1 
and M2 are volumetric soil water content, cm 3 / cm 3,at times one and two (before and after 
growth season).  D was measured from the drain pipe, which was connected, to the 
lysimeters. 
 
ET0 Calculation 
 ET0 for each irrigation interval was determined using the pan evaporation method 
modified by FAO (1998). 
 
 ET0=Kp×Ep  (3) 
 
where ET0 is reference evapotranspiration (mm/day), Kp is the pan coefficient and Ep is pan 
evaporation (mm/day). 
 Class A pan with dry fetch applied.  Kp was calculated by the following equation. 
 

Kp=0.61+0.00341(RHmean)-0.000162(U2)(RHmean)- 
0.00000959(U2)(FET)+0.00327(U2)(LnFET)-0.00289(U2)Ln(86.4U2)-
0.0106Ln(86.4U2)Ln(FET)+0.00063(Ln(FET)) 2 Ln(86.4U2) (4) 
 

where RHmean is the average daily relative humidity (%), U2 is average daily wind speed at 
2 m height (m/s), and FET is the fetch or distance of green agricultural crop. 
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 Length growth of a plant from each lysimeter was measured by a ruler at 7-days intervals 
throughout the growing season. 
 
 
Results and Discussion 
 
 Using the monthly weather data, the amount of monthly ET0 was calculated and the 
amounts of monthly were determined.  These results and measured values of class A pan 
evaporation (Ep) and lysimeter actual evapotranspiration (ETc) are shown in Fig.1.  In 
general, the pan evaporation (Ep) was higher than the ETc and ET0. 
 
Sugarcane Crop Coefficient 
 The ratio of ETc to ET0 by pan evaporation and the ratio of ETc to Ep are given in Fig.2.   
Furthermore, the values of Kc for all of the growing season which is not compatible with the 
values of Kc for sugarcane reported by FAO (1998). 
 The ETc and ET0 by pan evaporation and Kc values for different stages of sugarcane 
growth period are shown in Table 2.  The values of Kc for all of the growing season are 
somewhat higher than that reported by FAO (1998).  Therefore, these Kc values may be used 
for sugarcane in area of similar environmental conditions (Table 1) which occur in vast areas 
of I.R.  of Iran and in other parts of the world. 
 The variation in Kc may be shown as a function of days after cutting (DAS) or Julian date 
(Wright,1982) and fraction of growing season (%DAS)(Elliott et al.,1988).  In this study, Kc 
as a function of DAS and %DAS was obtained by a multiple regression procedure as follows: 
 
 Kc=-0.0003(%DAS) 2 +0.0451(%DAS)-0.4189 (5) 
 R 2 =0.9257                                             n=7 
 
 Kc=--3 5− (DAS) 2 +0.0138(DAS)-0.4258 (6)     
 R 2 =0.9317                                            n=7 
 
Second-order polynomial equations (Eqs.  (5) and (6)) were obtained with higher coefficients 
of determination (R 2 )).  The calculated values of Kc from Eqs.  (5) and (6) are shown in 
Figs.  (4) and (5) as curves which are skewed and fitted better to the data points.  A third-
order polynomial equation was also proposed for Spanish peanuts by Elliott et al (1988). 
 The monthly Kc values were calculated and the results are presented  in Table 3.  These 
values of Kc are commonly used in water requirement computation for irrigation water 
resource allocation projects.  It also seems that there is a relationship between crop 
coefficient (Kc) and length growing.  This relationship for sugarcane (Ratoon) was obtained 
as follows (Fig.3): 
 
 Kc=-0.8095(length growth) 2 +1.4053(length growth)+0.7747 (7) 
 R 2 =0.6277                                                            n=8 
 
 The value of ETc/ET0=Kc is nearly equal to 1.4 at a length growth of 1 meter.  In plant 
growth models where the evapotranspiration is estimated by length growth, Eq.(7) can be 
used for sugarcane. 
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ETc/Ep for Sugercane 
 The measured pan evaporation rates (Ep) during the growing season are shown in Fig.1.  
The values were often greater than the ETc for sugarcane.  The ETc/Ep ratios for sugarcane 
were computed at Haft tappeh and the results are presented in Fig.  2.  The minimum and 
maximum values of ETc/Ep ratios were 0.64 and 1.10 which occurred at the beginning and 
middle of the growing season, respectively. 
 Monthly ETc/Ep ratios were also computed.  The results are given in Table 4.  The 
minimum and maximum ratios were 0.64 and 1.10 respectively, which occurred at the 
beginning and middle of the growing season.  The ratios of ETc/Ep at different growth stages 
of crops are useful as a practical tool for estimating the seasonal crop evapotranspiration 
where the pan evaporation data are available (Venkatachari and reddy,1978; Rao et al., 
1990). 
 There also seems to be a relationship between ETc/Ep and length growth.    This 
relationship for sugarcane was obtained as follows: 
 
 ETc/Ep=-0.5987(length growth) 2 +1.0975(length growth)+0.5358 (8)                            
 R 2 =0.7932                                                                 n=8 
 
The value of ETc/Ep is nearly equal to 1.10 at a length growth of 1.27 m.  In plant growth 
models, where the evapotranspiration is estimated by pan evaporation rate and length growth, 
Eq.  (8) can be used for sugarcane (Ratoon). 
 
 
Conclusions 

 
 The seasonal ETc for sugarcane (Ratoon) in the study area with an eight months growth 
period was 1925 mm.  The pan evaporation method was preferable for estimating ET0.  The 
mid-and late-season Kc values for sugarcane (Ratoon) were 1.45 and 1.14,respectively.  
These values are somewhat higher than those values that recommended by FAO.  The 
monthly values of Kc and ETc/Ep ratios are also presented.  The ratio of ETc/Ep ratios is also 
presented.  The ratio of ETc/Ep varied between 0.64-1.10 from the beginning to the end of 
the growing season . 
 The relationship between Kc and ETc/Ep ratio and length are also shown.   The maximum 
ratios of ETc/ET0 and ETc/Ep occurred at a length growth of 126 cm.   Furthermore, second-
order polynomials are presented to predict the Kc values from days after cutting (DAS) and 
percent days after cutting (%DAS). 
 
 
Table 2.  ETc, ET0 and Kc for sugarcane (Ratoon) at different stages of growing season. 
Stage 
 

Period(days) ETc(mm) ET0(mm) Kc 

Initial 185 996.51 932.55 1.07 
Crop development 62 788.53 593.78 1.33 
Mid-season 41 378.33 261.99 1.45 
Late-season 45 126.16 143.38 1.14 
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Table 3.  ETc,ETo and Kc for sugarcane (Ratoon) for different months of growing 
season. 
Month ETc ET0 Kc 
April 202.58 225.7 0.90 
May 319.76 301.7 1.06 
June 416.95 339.12 1.23 
July 407.21 316 1.29 
August 383.89 281.08 1.37 
September 315.55 220.37 1.43 
October 168.76 130.70 1.29 
November 36.2 63.28 0.57 
 
 
 
Table 4.  ETc, Ep and ETc/Ep for sugarcane for different months of growing season. 
Month ETc Ep ETc/Ep 
April 202.58 314.67 0.64 
May 319.76 431 0.74 
June 416.95 473.27 0.88 
July 407.21 414.34 0.98 
August 383.89 370.15 1.04 
September 315.55 300.45 1.05 
October 168.76 153.55 1.10 
November 36.2 39.07 0.93 
 
 
 

 
Figure 1.  ETc, ET0 and Ep as a function of months after cutting. 
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Figure 2.  Kc and ETc/Ep ratio as a function of months after cutting. 
 
 

 
Figure 3.  Measured and optimized values of Kc (ETc/ET0) as a function of length 
growth. 
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Abstract 
 
 In this study a floodwater-spreading system, which was constructed and started to work in 
1997 on the eastern part of the Dehloran colluvial plain, was selected to measure and monitor 
the variation of the infiltration and clogging phenomenon. The vertical variation as well as 
flow direction variation of the infiltration was studied.  The vertical variation of infiltration of 
the sediment was measured at five surfaces, (1) the surface of the whole sediment deposited 
since 1997 when the system started to operate, (2) the surface where the new deposited 
sediment is removed, (3) the surfaces when 10, (4) 20, and (5) 30 cm of the previous natural 
sediment were removed.  To monitor infiltration in the flow direction, infiltration was 
measured in the desilting basin, spreading channel, spreading basin, and control points.  A 
double ring method was used to measure infiltration at these surfaces.  The statistical 
analyses were done using SPSS and MSTATC statistical packages.  The statistical procedures 
used for the analyses were analysis of variance (ANOVA), Least square difference (LSD) and 
the Duncan method.  The statistical analysis showed that the sedimentation significantly 
decreased the surface infiltration of the desilting basin when compared with the data obtained 
from the control points.  The control points were selected in an intact area where the soil and 
geomorphic surface were similar to the selected sites.  Removal of the top 10 cm of the 
natural surface beneath the sediment showed that the infiltration rates were significantly 
increased.  The results found here suggests that to decrease the adverse effects of 
sedimentation on the infiltration rate in the desilting basin, recent sediment of the basin 
should be removed and the top 10cm of the natural surface should be plowed below the 
removed sediment.  The plowing reduces the clogging phenomenon of the sediment.   
 
 
Keywords: floodwater spreading, infiltration, clogging 
 
 
Introduction 
 
 Uneven rainfall distribution in time and space as well as the low amount of rainfall has 
forced farmers to overuse ground water to maintain reliable farming practices in the 
southwestern plain of the Ilam province in Iran.  The overuse of ground water has diminished 
the ground water quality in addition to lowering the ground water level in the plain.  This 
situation has endangered the present agriculture and development, and continuing this policy 
has no promising future.  In this scenario, ground water recharge has an important role in 
farming security.   
 One way to increase ground water quality and quantity is to use a floodwater recharging 
system.  Floodwater spreading in an arid region with uneven distribution and lack of adequate 
rainfall is a possible economic solution.  In Iran there is about 30 billion cubic meters of 
runoff flowing in the intermittent dry waterways, but it is not economically feasible to 
construct an expensive structure to control them.  A floodwater spreading system is not 
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expensive and takes only a few years to be constructed.  However, in practice, like many 
other natural resource projects, this system has some real difficulties.  Among the main 
difficulties is the clogging phenomenon, which occurs through sedimentation by fine particles 
over the surface of water spreading systems.   
 This system has the same problem of sedimentation that most of the big and mid size 
dams are faced with.  Sedimentation not only reduces capacity of the system, it also reduces 
the infiltration rate of the system.  The extent of this sedimentation clogging can be 
monitored through infiltration measurements in the system.  In 1997 in the southwest part of 
the Dehloran plain in Ilam province, a floodwater spreading system was constructed with a 
total area of about 5000 hectares.  Since then its operation has reduced to an area of 3000 
hectares. In this part of the plain, 157 deep and semideep water wells were in use providing a 
total of 73.5 million cubic meters of water per year.  Five years after construction of the 
floodwater spreading system, water table monitoring showed a balanced water table in this 
part of the plain.   
 Several studies have been done with respect to the clogging and sedimentation effects on 
the floodwater spreading systems in Iran in recent years.  Rezai and Mossavi (1998) in 
Esfahan studied the effects of sediment removal from some basin surfaces of the floodwater-
spreading basins.  In their study, infiltration rates were measured using a double ring method.  
Results showed the rates were significantly different from the control basins when 15 cm of 
the natural underlying material was removed in addition to the removal of the recent 
sediment.  This study showed that clogging effects reached significant depths.  In general, 
clogging effects reduced infiltration between 10 to 40 cm depth.  The degree to which the 
infiltration was reduced depended on the particle size distribution of the suspended materials 
in the floodwater, total sediment load, and the pore geometry of the underlying materials. 
Basirpour (1995), in the Remsheh floodwater system, measured the infiltration rate and 
showed that after a certain depth of sediment, increasing the depth of sediment did not have 
any effect on the infiltration rate of the spreading basins.  He noted that the infiltration rate 
was reduced in the first month of the sedimentation and since then has remained relatively 
constant.  Kamali (1998) measured the infiltration rate of several floodwater spreading 
systems in the Khorasan province, which was receiving sediment from different lithological 
materials, and found that rates were reduced by more than 2.5 times compared to the controls. 
Shariati (1999) measured the infiltration rates of a floodwater spreading system in the 
Damghan province.  The mean values of the rates in three locations of the spreading 
channels, spreading basins, and the controls were compared.  Results showed that infiltration 
rates were twenty times lower than the rates in the controls.  Hossieni (1998) studied the 
effects of formation of petrogypsic and petrocalcic horizons in desert soils of Damaghan.  
Measuring the infiltration rates with double ring, he found that soils with these horizons had a 
rate four times lower than soils without these horizons.  Soils with a limiting layer should be 
studied before any comparison of the rates.  The purpose of this study was to monitor the 
infiltration changes in the runoff direction as well as in the soil profiles. 
 
Characteristics of the Region 
 The Moosian alluvial plain is located in Dehloran County in the Ilam province which is in 
the midwest of Iran.  It is located between 32º , 27’ and 32º , 35’ North latitude and 47º , 25’ 
and 47º , 42’ Eastern longitude.  This plain is formed from alluvium into a syncline in a  
northwest to southeast direction.  The elevation of the plain is about 104 m above sea level. 
The flood spreading system is on a piedmont plain formed from coarse gravelly materials 
derived from Bakhtiyari formation.  Sediments in the floodwater are generally derived from 
the Lahbari of the Aghajari formation (Aj).  This member of the Aghajari consists of light 
brown marls and sandstones, which could be the main reason for the light to medium texture 
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of the sediments in the floodwater. The mean annual temperature is 31.4º C and mean annual 
relative humidity is 39.9%.  Mean annual rainfall is 264.4 mm with a range of 422 to 174 
mm.  Mean annual evaporation rate is 3553 mm. 
 
  
Methodology 
 
  To measure the infiltration rates, 12 points were selected (Figure 1). These points were 
selected as follows:  1) three control points in the area north of the system where no 
floodwater spreading is done, 2) three points in the sedimentation basins, 3) three points in 
the leveled spreading channels, and finally 4) three points in the spreading basins south of the 
system.  These locations are shown as T0, T1, T2 and T3 in Figure 1.  
 
 

Figure 1. Layout of the test area. 
 
 Measurements of infiltration were taken on five different surfaces at each location.  The 
surfaces were designated as Ds (recent sediment surface), D0 (natural surface), D1 (10 cm 
below the natural surface), D2 (20 cm below the natural surface), and finally D3 (30 cm 
below the natural surface).  For example, T0Ds is location T0 where no flood spreading was 
done and the measurement was taken at the recent sediment surface.  The infiltration 
measurements were taken in triplicates with a double ring method (Hais et al. 1956).  The 
approximate distance between the measurement points in the east to west direction was 
500m.  It was difficult to push the rings into the ground surface because of the gravel texture.  
The bottom 10-cm of the rings were pushed into the surface and covered by fine earth to 
prevent leakage.  Samples were taken (where measurements of infiltration were to be taken) 
for the top and/or subsoil for determination of particle size distribution.  SPSS statistical 
package and Excel were used to make statistical analyses.  The one-way ANOVA, multiple 
comparison, Duncan, and LSD tests were used for the analysis.  
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Results and Discussion 
 
 The results of particle size distribution analysis are shown in Table 1.  Based on the 
AASHT system, the clay percent in the top and subsoil was less than 12 percent.  The 
average clay percent was 5 percent.  This indicates a light texture topsoil and subsoil in the 
selected location, which is a positive factor for a floodwater spreading system in this region.  
As shown in Table 1, the sediment load of floodwater does not have a high clay content.  In 
addition, because some of the samples were taken from control points and the basin with no 
sediment cover, the low clay content in the samples suggests the site is a good selection for 
recharging the water table.  Considering the characteristics of the sediment and the natural 
surfaces, we expect to have high infiltration rates in the spreading system, so recharging the 
water table should occur without difficulties.  The results of 54 infiltration measurements are 
shown in Table 2.  At each location and surface treatment, three measurements were taken 
and the average of each three measurements is given in Table 2.  The mean infiltration rates 
are shown in Table 3.  The vertical variation of the infiltration rates, indicates that the 
permeability increases with increasing depth.  Means were compared using LSD and the 
Duncan method.  The LSD test indicates that the difference between the Ds and D1, D2, and 
D3 was not significant.  However, the difference between D0 and D1, D2, and D3 was 
significant at 1 percent level. 
 
 
Table 1. Particle Size Distribution (AASH System). 
 Depth Clay  

<.002 
mm 

Silt 
.002 - 
.075 
mm 

Fine Sand
0.075-

2.000 mm 

Coarse 
Sand 
2.000 – 
70.000 mm 

4 0-15 12 86 2 0 
5 0-20 12 86 2 0 
6 0-10 12 81 4 3 
10 0-15 3 57 14 26 
3 0-12 6 51 27 16 
2 0-20 7 46 25 22 
12 0-15 4 45 16 35 
1 0-10 6 44 24 26 
8 0-17 10 42 30 18 
9 0-10 4 25 20 51 
Average 5 35 24 36 
7 0-5 4 20 18 58 
1 10-40 2 18 36 44 
3 12-30 0 0 17 83 
4 15 -100 0 0 40 60 
7 5 - 100 0 0 44 56 
9 10 - 100 0 0 40 60 
11 15 - 100 0 0 47 53 
Location  
No. 

Cm                  %  
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Table 2. Infiltration rate measurements with double ring method. 
                         Infiltration Rates (cm/h) 
Treatme
nts 

R1 R2 R3 Average Grand Average 

T0D0 6.2 2.1 6.2 
T0D1        9.1 9.5 8.7 
T0D2 27.4 71.5 45.8 
T0D3 32.1 62.1 99.3 

4.8 
9.1 
48.2 
64.5 
 

 
 
31.6 
 

T1Ds 1.2 1.0 1.1 
T1D0 44.7 20.0 16.2 
T1D1 66.7 10.02 84.2 
T1D2 73.5 15.2 77.1 
T0D3 178.5 24.8 44.5 

1.1 
27.0 
50.3 
55.3 
82.6 

 
 
43.2 

T2Ds 1.7 2.2 1.2 
T2D0 4.7 2.9 6.6 
T2D1 28.2 13.2 74.7 
T2D2 25.7 11.0 86.5 
T2D3 46.8 35.5 64.5 

1.7 
4.7 
38.7 
41.1 
48.9 

 
 
27.0 

T3D0 10.8 3.0 6.8 6.9 
T3D1 47.1 38.4 47.0 
T3D2 48.9 40.2 60.8 
T3D3 55.9 55.2 41.8 

44.2 
 
50.9 

 
 
 

 
 
Table 3. Average basic infiltration rate in the selected treatments with different depths. 

     Treatment               Average basic  
             Infiltration rate  

Ds                    1.372 

D0                    10.844 

D1                    36.382 

D2                    48.134 

D3                    61.728 

 
 
Table 4. Distribution of basic infiltration rate in different places. 

     Treatment               Average basic  
             Infiltration rate  

  T0                   4.82 

  T1                    1.08 

  T2                    1.69 

  T3                    6.88 
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 The average infiltration rates of control point, T0, floodwater spreading, T1, leveled 
spreading channels, T2, and spreading basin, T3 are shown in Table 4.  The results showed 
that the difference between T0 and T3 was not significant.  T3 differed from T1 and T2 
significantly at the 1 and 5 percent level.  The results also revealed that removing the recent 
sediments increases the infiltration rate 2.7 times in leveled spreading channels and 4 times in 
the control point and spreading basin. 
 
 
Conclusion 
 
     The data obtained in these experiments reveal that sedimentation had the greatest impact 
on the decrease of surface permeability in the basin and spreading channel in comparison to 
the control points and had no significant impact on spreading area. With respect to the 
scraping of sediments during the project five-year period, removal of more than ten 
centimeters can increase permeability of basins and this will lead to effective ground water 
recharge.   
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Abstract 
 
 Water, soil, forest, and pasture are important elements of the natural ecosystem.  
Unfortunately, these resources are increasingly subject to degradation in most countries.  The 
objective of this study was to investigate land degradation in the Kouhrang region located in 
the Zayandehroud watershed, Iran.  Water erosion, especially as accelerated by other factors 
including overgrazing, land use change, and dry farming, is the most important agent of land 
degradation in the region.  The factors involved were investigated on Quaternary sediments 
and Cretaceous limestone.  Three different land uses including pasture, cultivated pasture, 
and degraded pasture were selected on each formation and three soil samples were taken from 
0-10 and 10-20 cm depths.  Soil physical properties (bulk density, infiltration rate, saturation 
moisture content, mean weight diameter, plasticity index, and erodibility factor) as well as 
chemical properties (OM, total N, and available P) were measured.  The results showed a 
significant difference (P<0.05) for the bulk density and plasticity index of degraded sites.  
Phosphorus values did not show significant differences in the land uses of the two selected 
formations.  The pattern of infiltration rate was similar for the formations.  Infiltration in the 
cultivated areas was characterized by a high onset, but gradual decrease, with time.  The soil 
erodibility factor in the degraded sites of Quaternary sediments showed a significant 
difference (P<0.10) as compared to other land uses.  The highest erodibility factor was 
measured at degraded sites.  Land use change caused soil taxonomy to change from Mollisol 
to Alfisol on degraded sites.  On the basis of the prepared soil erosion map, 3% of the land 
suffered from high erosion and degradation, 40% from high erosion, 39.5% from moderate 
erosion, and 17.5% had only low erosion and degradation.  The results indicated that this area 
was susceptible to erosion and land degradation and that conservation measures had to be 
implemented to prevent further losses. 
 
 
Introduction 
 
 Population increase over the past few decades and the corresponding demand for food 
production have turned attention to scientific and improved management for the sustainable 
development of agriculture and natural resources (Hajabbasi et al., 2002).  As agricultural 
activities have been going on throughout ages without proper knowledge of the soil 
environment, much disturbance has been caused in the natural environment leading to the 
incapacitation of soil in performing its roles.  Thus, land degradation is one of the most 
important and most contentious issues of our modern world (Nael, 2001). 
 The first world map of degradation intensity called “The World Map of the Status of 
Human-induced Soil Degradation” was produced in 1990 by the International Soil Reference 
and Information Center (ISRIC) in collaboration with UNEP (Norouzi, 1999).  In the 
evaluations on this map, five types of human interventions leading to soil degradation were 
identified, which include overgrazing of vegetation by livestock, improper agricultural 
practices, overexploitation of the natural resources, removal of vegetation cover, and 
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industrial activities (Oldeman, 1994).  Akinola (1981) carried out a study for four years in 
Nigeria and showed that soil degradation and tillage had reduced the organic content of soil 
by 19 to 33%.  Change of rangeland use in most cases had led to the destruction of soil 
structure and reduction of the organic content, and subsequently, to reduced porosity and 
increased soil bulk density (Ahmadi Ilkhchi, 2001).  Furthermore, the destruction of soil 
particles due to land use change from range to farmland further reduces the organic content 
and, thus, soil plastic limit retains little moisture whereas for the liquid limit it will retain a lot 
of moisture.  Therefore, the presence of higher clay particles and lower organic content in 
degraded and agricultural lands entails higher values of plasticity index of the soil (Hajabbasi, 
2002). 
 Aguilar et al. (1988) studied the effect of continuous cultivation of rangeland over a 
period of 44 years and found that reduced organic carbon, nitrogen, and phosphorus content 
in soil was due primarily to soil erosion in the cultivated sites.  With land use change, soil 
becomes more sensitive to erosion, which is associated with a slight increase in soil sand 
content and a reduction in its clay content.  Under scant vegetation cover, the clay part of the 
soil moves further down the soil profile due to selective erosion processes and causes 
important changes in soil texture in the long run (Loveland, 2003).   
 The objective of this study is to investigate the changes in soil quality parameters due to 
land use change and erosion, to determine the degree of soil degradation due to water erosion 
processes, and to develop practical solutions to reduce soil degradation in the region. 
 
 
Methodology 
 
 The study area, Chelgerd, covers an area of approximately 150 km2 between 50°-5 and 
50°-15 east longitudes and 32° and 32°-30° north latitudes.  It is a subbasin located in the 
Kouhrang region in the Chahar-Mahal and Bakhtiary Provinces.  The greatest degradation 
observed in the region is caused by water erosion in which a multitude of factors are 
involved.  Overgrazing by livestock and change of land use from rangeland to agricultural 
development and to low yield dry farms are two such factors (Management, 1986).  Using the 
methodology recommended by the US Bureau of Land Management (BLM), an erosion map 
of the region was produced in order to determine the degree and intensity of land degradation.  
Two different formations, one sediment formation (Quaternary) taken from a site near the 
Gol Koushkak village, and the other of limestone material (Cretaceous) taken from a site near 
the Dehno village, were selected to study the impacts of land use change on degradation.  On 
each of these formations, three different regions, each characterized by one land use, were 
identified:  almost intact rangeland, rangeland under dry farming, and degraded rangeland.  
Soil samples were taken in autumn 2002 and three samples (three replications) were taken 
from 0-10 and 10-20 cm depths for each land use. 
 For soil taxonomy up to the sub-group level, profiles were dug out in the region and 
USDA methodology was used to classify the soils (Soil, 1999).  Physical tests including bulk 
density, permeability (using the double-ring method), mean weight diameter, plasticity index 
(Casagrand method), erodability factor (Vischmeyer nomograph) as well as chemical tests 
including soil organic content (wet ashing method), total nitrogen (Kjeldal method), and 
phosphorus (Olson method) were performed on soil samples. 
     The analysis of the data was performed in a completly randomized design and means were 
compared using the LSD test with SAS software (Soil, 1999).  Diagrams and graphs were 
prepared in EXCEL and maps were plotted using Arcview software in a GIS environment. 
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Results and Discussion 
 
 The map of soil degradation intensity (Figure 1) indicates that about 40% of the total area 
of the region suffers from high erosion, 39.5% from medium erosion, 3% from very high 
erosion, and 17.7% is in a low erosion state.   
 
 

Figure 1. Map of Soil Erosion Intensity in Chelgerd Region Using BLM. 
 
 
Investigations showed that most parts in the region characterized by high erosion and 
medium/high degradation were those in which man had serious interventions.  Examples of 
these interventions include tillage and grooving along and parallel to steep slopes, improper 
dry farming practices, removal of bushes, and overgrazing by livestock.  Furthermore, it was 
found that areas with high degradation were those where besides the impact of human 
interventions, low soil depth, formation materials, and the sensitivity of formations played a 
great role in land degradation. 
 Land use change from range to dry farmland has greatly influenced the sensitivity of 
topsoil to erosion and degradation.  The change through time has caused drastic changes in 
topsoil properties and inflicted irreversible damages to soil quality.  Tables 1 and 2 present 
the results from variance analysis of land degradation impacts on the measured parameters in 
the soils under study (0-10 cm depth) for Quaternary sediment formations and limestone 
Cretaceous formations, respectively.  As shown in these tables, the degraded treatment shows 
a significant difference from the other two treatments. 
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Table 1. Results from analysis of variance of the effects of land degradation on     
measured parameters in the soils under study (0-10 cm dept) in Quaternary 
sediment formations. 

Source Measured 
parameter Variatio

n 

Sum of 
squares 

Degree of 
freedom 

Mean 
squares 

(Fischer 
statistic) F 

Treatme
nt 

0.03 2 0.0152 Erodibility 
Index 

Error 0.028 6 0.0047 

3.24 

Treatme
nt 

94.719 2 47.359 Plasticity Index 

Error 32.806 6 5.467 

8.66* 

Treatme
nt 

9.146 2 4.573 Organic content 

Error 2.714 6 0.4526 

10.11** 

Treatme
nt 

240.88 2 120.440 s avalable 
phosphorus 

Error 992 6 165.333 

73 

Treatme
nt 

0.035 2 0.0177 Total nitrogen 

Error 0.023 6 0.0038 

4.6* 

Treatme
nt 

987.88 2 493.943 Saturation 
moisture 
percentage Error 479.29 6 78.715 

6.28* 

Treatme
nt 

0.684 2 0.3422 Mean weight 
Diameter of soil 
peds Error 0.118 6 0.0197 

17.36* 

Treatme
nt 

0.062 2 0.0313 bulk density 

Error 0.021 6 0.0036 

8.71* 

* Significant at a probability of 5% 
** Significant at a probability of 1% 

 
 
The results from variance analysis of the data from Quaternary sediment formations (Table 1) 
indicate a significant difference at a probability of 10% for the erodibility index between the 
degraded range and intact range at surface horizons.   
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Figure 2. Fluctuations in values of soil erodibility in different landuses and on 
Quaternary sediment formations (0-10 cm dept). 
 
According to Figure 2, the highest value for the erodibility index (0.24) was recorded for 
degraded rangeland and the lowest (0.12 t ha h h-1 Mj1.14 mm-1) for rangeland.  No significant 
differences were observed at this probability level between the degraded rangeland use and 
the cultivated rangeland use. 
 No significant differences were observed, between different land uses on Cretaceous lime 
formations at a probability level of 10%.  However, comparison of the means among different 
land uses indicated higher values of erodibility index for both cultivated and degraded 
rangelands as compared to rangeland under dry farming and almost intact rangeland (Table 
2).  The values for this index for degraded rangeland, rangeland under dry farming, and 
almost intact rangeland were 0.26, 0.22, and 0.12 t ha h h-1 Mj1.14 mm-1 (Figure 3). 

 
 
 Table 2. Results from analysis of variance the effects of land degradation on  

measured parameters in the soils under study (0-10 cm dept) in Cretaceous lime 
formations. 

Source Measured 
parameter Variatio

n 

Sum of 
squares 

Degree of 
freedom 

Mean 
squares 

(Fischer 
statistic) F 

Treatme
nt 

0.03 2 0.0147 Erodibility 
Index 

Error 0.06 6 0.010 

 
]1.47 

Treatme
nt 

47.75 2 23.875 Plasticity Index 

Error 26.32 6 4.387 

 
5.44* 

Treatme
nt 

2.08 2 1.0408 Organic 
content 

Error 1.5 6 0.25 

 
4.16* 

Treatme
nt 

176.22 2 88.11 s avalable 
phosphorus 

Error 2086 6 347.666 

25 

Treatme
nt 

0.022 2 0.0114 Total nitrogen 

Error 0.006 6 0.001 

 
11.18* 
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Treatme
nt 

119.88 2 59.94 Saturation 
moisture 
percentage Error 51.91 6 8.65 

 
6.93* 

Treatme
nt 

0.115 2 0.057 Mean weight 
Diameter of soil 
peds Error 0.051 6 0.0086 

 
6067* 

Treatme
nt 

0.106 2 0.053 bulk density 

Error 0.01 6 0.0017 

 
30.3* 

* Significant at a probability of 5% 
 
  
 
 
 

 
Figure 3. Fluctuations in values of soil erodibility in different landuses and on 
Cretaceous lime formations (0-10 cm dept). 
 
 
     The results from plasticity index measurements for different land uses revealed the effect 
of land use change and land degradation on this index.  In Quaternary sediment formations, 
the highest value of this index was recorded for degraded rangeland and the lowest for the 
almost intact rangeland.  The plasticity index values for degraded rangeland, rangeland under 
dry farming, and the almost intact rangeland were 23.6%, 18.4%, and 15.8%, respectively.  
The results from variance analysis of data (Table 1) show the changes in plasticity index 
values to be significant (Figure 4).   
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Figure 4. Fluctuations in values of soil plasticity index in different landuses and on 
Quaternary sediment formations. 
      
     The same situation was observed in the case of lime formations in the sense that the 
degraded rangeland had the highest value for plasticity index of 22.6%, rangeland under dry 
farming had a value of 19.1%, and degraded rangeland had a value of 17%.  The results from 
the variance analysis of the data (Table 2) showed a significant effect on plasticity index at a 
depth of 0-10 cm (Figure 5).  Generally speaking, the plasticity index was greater in soils 
with lower organic content; the clay content, of course, has a greater contribution to this 
situation than the organic content.  The destruction of soil particles in degraded land also 
accounts for the high plasticity index. 
 
 

 
Figure 5. Fluctuations in values of soil plasticity index in different landuses and on 
Cretaceous lime formations. 
 
 As seen in Figures 6 and 7, permeability on both formations for the cultivated rangeland 
has a higher initial value than in other land uses but in the continuation of the test, the 
velocity reduces to a great extent to reach below the curve for the almost intact rangeland.  
The degraded rangeland use has the lowest permeability with a completely flat curve.  The 
main reason for this is the unfavorable soil physical structure.  The low rate of final 
permeability in both cultivated and degraded land causes increased runoff generation and 
erosion. 
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Figure 6. Fluctuations in values of soil permeability in different landuses and on 
Quaternary sediment formations. 
 
 
 
 

 
Figure 7. Fluctuations in values of soil permeability in different land uses and on 
Cretaceous lime formations. 
 
 The values obtained from the mean weight diameter (MWD) for different land uses in 
both formations at depths of 0-10 cm showed significant differences.  In the Quaternary 
sediment formation, the maximum MWD of soil particles for the almost intact range land use 
was 0.92 mm and its minimum in the degraded land use was 0.24 mm.  In the case of 
cultivated rangeland use, a value of 0.63 was obtained for this parameter.  The differences 
among all three land uses were significant at a probability level of 5% (Figure 8).   
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Figure 8. Fluctuations in mean weight diameter of soil particles (mm) in different land 
uses and on Quaternary sediment formations. 
 
The same differences were observed in the lime formation.  The maximum MWD of soil 
particles in the rangeland use was 0.73 mm and its minimum in the degraded land use was 
0.45 mm while in cultivated rangeland use, it was 0.58 mm (Figure 9). 
 
 

 
Figure 9. Fluctuations in mean weight diameter of soil particles (mm) in different land 
uses and on Cretaceous lime formations. 
 
 Changes in soil chemical properties, particularly in its organic content as the most 
important chemical property, play a great role in soil sensitivity to degradation.  This is 
because the organic content influences most of the physio-chemical properties of soil.  The 
values obtained for organic content measurements in different land uses showed significant 
differences among them.  On Quaternary sediment formations, the greatest organic content 
was observed to be 3.8% at depths of 0-10 cm in intact rangeland, in the cultivated treatment 
it was 1.94%, and in degraded treatment, it was 1.5% (Figure 10).   
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Figure 10. Fluctuations in soil organic content in different land uses and on Quaternary 
sediment formations. 
 
 
The results from the variance analysis of the data (Table 1) showed a significant difference 
among different treatments at a probability level of 1%.  On lime formations, the highest 
organic content was found to be 2.72% at depths of 0-10 cm in the rangeland use, while in the 
cultivated range land it was 2.13%, and in the degraded rangeland it was 1.54% (Figure 11). 
 
 
 

 
Figure 11. Fluctuations in soil organic content in different land uses and on Cretaceous 
lime formations. 
 
 As for other chemical properties, the land use change from range to degraded land has led 
to an increase of about 25% in phosphorus content and a reduction of 50 - 60% in total 
nitrogen in both Quaternary and Cretaceous formations. 
 Change of land use from range to degraded land has also had effects on soil taxonomy.  
As a result of this, the soil order has changed from Mollisol to Alfisol.  Epipedon mollic, 
which is characteristic of Mollisols, deteriorates and disappears through time as a result of 
land use change.  Mollisols are soils that receive the greatest effect on their classification due 
to soil erosion.  The main reason for this may be the reduced organic content and a reduced 
mollic horizon due to erosion and degradation. 
 Besides land use change, overgrazing by livestock and removal of bushes have had great 
influences on increased land degradation.  The excessive number of grazing livestock is one 
of these factors.  From another perspective, the time the livestock step on the rangeland is 
also important in that the soil lacks adequate vegetation cover and has a high moisture 
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content at that time.  This state of affairs leads to compaction of the topsoil and reduction of 
soil permeability, which results in runoff generation and erosion. 
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Abstract 
 
      Land use conversion of pasture to cropland is called depasturation. Studying soil 
properties during the processes of depasturation could be helpful to solve some soil and 
water conservation problems. A study was established in 2002 to evaluate the effects of 
depasturation upon soil physical and chemical properties of various regions in Isfahan 
and CharMahal Bakhtiari provinces. Eight regions were selected to investigate soil 
characteristics, including sites of virgin pasture (P); completely destroyed pasture (D); 
and pastures which were cultivated and cropped (C). Soil samples were taken from 
depths (0-10). Soil organic matter (OM), bulk density (BD), pH, EC, available cations 
(AC) and available anions (AA), aggregate uniformity coefficient (AUC), plasticity index 
(PI), and tilth index (TI) were all measured. Depasturation and tillage practices caused a 
20 percent increase in bulk density of the forest soil when cultivated compared to the 
undisturbed pasture soil. Due to the tillage practices and exposure of pasture soil to the 
atmosphere a 30 percent decrease in OM, and a 10-15 percent decrease in AC and AA 
were observed. Total nitrogen of the pasture soil at surface (0-10 cm) was almost twice as 
the cultivated and cropped soil. Plasticity index of the pasture soil was 10-30 percent 
higher than that of the disturbed soil. The tilth index in pasture soil was 25 and 15 percent 
higher than depasturated and cultivated pasture respectively. Depasturation and 
disturbing the pasture soil caused eroding of the thin top soil, loss of productivity and 
thus, could perhaps leave the soil with no use for several years. 
  
 
Introduction 
 
      The studying and understanding of land use systems in different regions is essential 
for development and implementation of appropriate crop production management, 
policies and procedures. In Chaharmahal-Bakhtiari region (central part of Iran), crops are 
mostly grown under rain-fed situations and the main limitation for crop growth is water. 
Of particular concern in these semi-dry areas cropping are practiced on soils with weak 
structural stability which minimize rainfall infiltration and thus reduces plant access to 
stored soil moisture. Such changes have led to examination of alternate farming practices 
which include lay pastures, crop rotations, and reduced tillage/controlled traffic. As soil 
water holding capacity and depth is generally low, when precipitation becomes scarce, 
available soil water diminishes rapidly and reaches a depletion level that limits and in 
some cases stops crop growth. Suitable soil tillage practices, therefore can affect water 
availability to plants, essentially via soil water capture and infiltration (Dao, 1998). Soil 
tillage and mulching can change the capacity of soil surface to intercept rainfall by 
affecting the hydraulic conductivity of the topsoil, soil roughness, and soil surface 



porosity. Conclusive evidence of declining soil physical, chemical, and biological fertility 
under conventional cropping systems is now available (Choudhary et al. 1997). Lack of 
sufficient information regarding the application of different tillage systems leads 
dominating use of conventional practice regardless of its adverse effects on soil physical, 
chemical, and biological properties on the marginal lands of this region. Thus, studying 
any alterations in the management practices which may enhance soil water and other 
properties, help proper decision regarding the use of different tillage practices in the 
region. In order to verify the effects of different methods of land use managements on soil 
physical properties, an experiment was established in 2002 to compare the influence of 
changing land use suitability (pasture and converting pasture to crop land) on some soil 
physical properties. 
   
 
Methods and Materials 
 
     Soil samples were collected from the depths 0-15 and 15-30 cm of eight different 
areas with pasture in conjunction with disturbed pasture, but similar topography and 
parent material. Soil texture, bulk density, and organic matter were determined using the 
methods of hydrometer (Gee and Bauder, 1992), constant core (Blake, 1992), and 
digestion (Walkly and Black, 1934), respectively. Hydraulic properties like saturated 
hydraulic conductivity, infiltration, and moisture release curve was obtained on these 
soils using the methods suggested by Klute (1992). Wet sieving method of Kemper and 
Rosenau (1992) with a set of sieves of 2, 1, 0.5, and 0.25 mm was used to determine 
mean weight diameter. Mean weight diameter (MWD) was calculated by the relationship: 
MWD= ∑ (XiWi). Where, X (in mm) is average diameter of the pores of two consecutive 
sieves, and W is the weight ratio of aggregates remained on the ith sieve. Analysis of 
variance of the results was done using the SAS (SAS, 1995) program, and the means of 
the results were compared using the Duncan new multiple range test. 
  
 
Results and Discussion 
 
     Due to the limitations for presenting data, the results of soil texture, bulk density, 
mean weight diameter and soil moisture release curve will be reported. Analysis of 
variance (ANOVA) at 0.05 level of probability showed some significantly different 
effects between the land use systems. Effects of different tillage practices on soil 
characteristics are discussed separately in the next sections. No changes were obtained in 
soil texture between the disturbed and undisturbed treatments (Table 1). This might be 
due to the lack of suitable conditions like climate and especially the time for this 
component to be changed.  
     There were slight changes between the treatments for bulk density (Table 1). 
Documentation of management practices on soil bulk density is obscured by natural 
variations in soil type (Franzluebbers et al., 1995). Voorhees and Lindstrom (1984) 
hypothesized that not disturbing the soil like in the no-tillage system may result in higher 
bulk densities due to incomplete amelioration of compacted soil. Bauer and Black (1981) 
reported that cultivating could loosen the topsoil for a specific period of time, then due to 



heavy traffic the soil will be compacted again. According to Karlen (1990) soil 
compaction is considered to be the most serious problem limiting the adoption of 
undisturbed soils and no-till system. Hajabbasi and Hemmat (2000) concluded that 
although adopting the no-till system in many cases improves SOM and consequently 
aggregation, but due to an initially weak structure and low organic matter, a complete or 
at least partial amelioration of soil in winter is necessary.  
     A direct correlation between the stability and size of the aggregates to soil organic 
matter has been reported by several authors. In this study no correlation was seen between 
the SOM (data not shown) and MWD (Figure 1). This could be due to the initially low 
SOM and structurally crushed aggregates (more than 75% of aggregates were < 0.25 mm) 
in the region. Over all of the treatments, mean weight diameter was numerically (not 
significantly) higher comparing the disturbed to the undisturbed land use system. This 
might be because of the higher amount of residues due to cultivation, adding fertilizer, 
and growing crops on the land. The undisturbed pasture land in the region is usually 
covered by a small amount of species, less than 30%. Therefore, unlike other climatic 
regions, one way to increase the amount of organic matter and stabilize soil structural 
strength might be growing some crop, but using no or minimum tillage systems. In this 
way as biological activity of soil increases, at the same time soil crushing and erosion 
would be reduced. Soil moisture characteristic curves of the land use systems are shown 
in Figure 2 (the average of all eight points of study). The curve for the undisturbed 
treatment looks smoother compared to the disturbed land which is sharper. This indicates 
a better uniformity between the porous spaces of the soil for undisturbed land use 
treatment. 
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Table 1. Soil texture and bulk density for the study areas as land use management 
differed.  
 

Site # Treatment Texture 
Bulk 

Density 
Undisturbed Clay 1.255 1 
Disturbed Clay 1.132 

Undisturbed Siltyclay 1.055 
2 

Disturbed Siltyclay 1.212 
Undisturbed Clayloam 1.187 

3 
Disturbed Clayloam 1.192 

Undisturbed Clayloam 1.293 
4 

Disturbed Clayloam 1.254 
Undisturbed Clayloam 1.112 

5 
Disturbed Clayloam 1.085 

Undisturbed Clayloam 1.104 
6 

Disturbed Clayloam 1.204 
Undisturbed Clay 1.149 

7 
Disturbed Clay 1.063 

Undisturbed Clayloam 1.105 
8 

Disturbed Clayloam 1.184 
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Figure 1. Mean weight diameter of soils for the study areas as a function of land use 
management system.  
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Figure 2. Moisture content vs. matric suction as a function of different land use 
management systems (points are average of eight sites). 
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Agenda 
 

3rd International SWAT Workshops & Conference 
Zürich 2005 

 
Beginners & Advanced Workshops: July 11-12 
 
July 11 

9:00 18:00 First day of the workshop at the AKADEMIE Building, EMPA-EAWAG 
 
July 12 

9:00 18:00 Second day of the workshop at the AKADEMIE building, EMPA-EAWAG   
       

18:30 20:00 REGISTRATION AND ICE BREAKING COCKTAIL PARTY AT THE 
AKADEMIE 

   
  Session Description 
 A Model application 
 B Directions in watershed modeling 
 C SWAT development & accessories 
 D Calibration, sensitivity & uncertainty 
 E Comparison of SWAT & other models 
 F Management scenarios &  application to decision framework 
   

First Day of Conference: July 13 

8:00 9:00 REGISTRATION AT THE AKADEMIE 

9:00 9:10 Karim Abbaspour, Welcome   

9:10 9:20 Peter Reichert, Introduction to EAWAG  

9:20 9:30 Franz Stössel, DEZA Opening remarks  

9:30 9:45 Mark Weltz Conservation effects assessment project in U.S.A 

9:45 10:00 Karim Abbaspour Application of SWAT in global freshwater availability 

10:00 10:15 Faycal Bouraoui Application of SWAT in EU 15 countries 

10:15 10:30 Fanghua Hao Application of SWAT in China 

10:30 10:45 Ashvin Gosain Application of SWAT in India 

10:45 10:55 Majid Afyuni Application of SWAT in Iran 

10:55 11:10 Clarence Richardson Modeling and monitoring watersheds in U.S.A 

11:10 11:30 COFFEE BREAK  
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Session I: Moderator- Jeff Arnold 

B 11:30 11:50 Philip Gassman, Review of peer-reviewed literature on the SWAT model 

B 11:50 12:10 Valentina Krysanova, Prerequisites for application of ecohydrological river 
basin models in ungaged basins and large regions 

B 12:10 12:30 S.M. White, Using SWAT in English catchments: experience and lessons 

B 12:30 12:50 Jürgen Schuol, Limitations, problems and solutions in the setup of a large-scale 
hydrological SWAT application 

B 12:50 13:10 Adriana Bruggeman, Use of SWAT for the assessment of water productivity in 
Mediterranean catchments, a case study in Syria  

 13:10 14:10 LUNCH BREAK 

 14:10 15:20 POSTER PRESENTATION 

 

Session II: Moderator- Nicola Fohrer 

A 15:20 15:40 P.M. Ndomba, The suitability of SWAT model in sediment yield modeling for 
ungauged catchment. A case of Simiyu River subcatchment , Tanzania  

A 15:40 16:00 Katrijn Holvoet, Dynamic modeling of pesticide fluxes to surface waters using 
SWAT 

A 16:00 16:20 N. Kannan, Predicting diffuse-source transfers of surfactants to surface waters 
from sewage sludge using SWAT 

C 16:20 16:40 Theresa Possley, SDA SWAT Edition: Efficient spatial data analysis & 
visualization for SWAT results  

 16:40 17:00 COFFEE BREAK 

 

Session III: Moderator- Valentina Krysanova 

 17:00 17:20 Jeff Arnold & Raghavan Srinivasan, New features of SWAT 2005  

A 17:20 17:40 V. Vandenberghe, Use of optimal experimental design for river water quality 
modeling to update sampling strategies in river water year by year, considering 
costs and practical limitations  

A 17:40 18:00 Jennifer Jacobs, Application of SWAT in developing countries using readily 
available data 

A 18:00 18:20 Bruna Grizzetti, Performance of the SWAT model in an inter-
comparison of nutrient loss quantification tools throughout Europe 
(EUROHARP project) 

C 18:20 18:40 P.M. Allen, SWAT-DEG and channel stability assessment 
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 18:40 21:00 SOCIAL GATHERING AT THE AKADEMIA POSTER AREA 

 
 
Second Day of Conference: July 14 

Session IV: Moderator- Lutz Breuer    

C 8:30 8:50 F.F. Hattermann, Integrating wetlands and riparian zones in regional 
hydrological modeling  

C 8:50 9:10 Ramesh Rudra, Adapting SWAT for riparian wetlands in Ontario watershed 

C 9:10 9:30 Jim Kiniry, Developing parameters to simulate trees with SWAT 

C 9:30 9:50 Brett M.Watson, Improved simulation of forest growth for the Soil and Water 
Assessment Tool (SWAT) 

C 9:50 10:10 P. Cau, A user friendly multi-catchments tool for the SWAT model   

 10:10 10:40 COFFEE BREAK 

 
Session V: Moderator-Antonio Lo Porto  

C 10:40 11:00 Martin Volk, Towards a process-oriented HRU-concept in SWAT: catchment-
related control on base flow and storage of landscape units in medium to large 
river basins 

C 11:00 11:20 Jing Yang, Interfacing watershed models with systems analysis tools: 
implementation for SWAT 

C 11:20 11:40 Ann van Griensven, Evaluation of models using SWAT 2005 

C 11:40 12:00 Ruth. A. McKeown, Modifications of the Soil Water and Assessment Tool 
(SWAT-C) for stream flow modeling in a small, forested watershed on the 
Canadian Boreal Plain. 

D 12:00 12:20 Francisco Olivera, Two-step method for SWAT calibration 

 12:20 13:20 LUNCH BREAK 

 13:20 14:45 POSTER PRESENTATION 

 
Session VI: Moderator- Raghavan Srinivasan 

D 14:45 15:05 Johan Huisman, The power of multi-objective calibration: three case studies 
with SWAT 

D 15:05 15:25 Bryan Tolson, Comparison of optimization algorithms for the automatic 
calibration of SWAT 2000 

D 15:25 15:45 Griet Heuvelmans, A comparison of parameter regionalization strategies for the 
water quantity module of the SWAT with application to the Scheldt River basin    
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F 15:45 16:05 A.K. Gosain, Vulnerability assessment of climate change impact on Indian water 
resources using the SWAT model 

 19:00 22:00 SOCIAL DINNER AT UETLIBERG 

 
 
Third Day of Conference: July 15 
Session VII: Moderator-Karim Abbaspour 

D 8:30 8:50 Gerd Schmidt, Effects of the spatial resolution of input data on SWAT 
simulations – a case study at the Ems River Basin (Northwestern Germany) 

A 8:50 9:10 Antonio  Lo Porto, Application of water management models to Mediterranean 
temporary rivers 

D 9:10 9:30 Feliciana Licciardello, Runoff-erosion modeling by SWAT of an experimental 
Mediterranean watershed 

E 9:30 9:50 Do Hun Lee, Comparison of daily runoff responses between SWAT and 
sequentially coupled SWAT-MODFLOW model 

A 9:50 10:10 M. P. Tripathi, Hydrological modeling for effective management of a small 
agricultural watershed using SWAT 

 10:10 10:30 COFFEE BREAK 

 
 
Session VIII: Moderator- Raghavan Srinivasan 

F 10:30 10:50 Philip Gassman, An Analysis of the 2004 Iowa Diffuse Pollution Needs 
Assessment using SWAT 

F 10:50 11:10 Claire Baffaut, Potential accuracy of water quality estimates based on non-
calibrated SWAT simulations 

F 11:10 11:30 Ilona Bärlund, Assessing SWAT model performance in the evaluation of 
management actions for the implementation of the Water Framework Directive 
in a Finnish catchment 

F 11:30 11:50 Le Duc Trung, Application of SWAT Model to the Decision Support 
Framework of the Mekong River Commission 

F 11:50 12:10 Lutz Breuer, Effects of the new European Common Agricultural Policy on 
water fluxes in a low mountainous catchment of Germany 

 12:10 13:10 LUNCH BREAK 

 13:10 15:30 POSTER PRESENTATION 
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Session IX: Moderator- Martin Volk 

F 15:30 15:50 Jan Cools, On the use of SWAT for the identification of the most cost-effective  
pollution abatement measures for river basins 

F 15:50 16:10 Michael W. Van Liew, A Cursory Look at Downstream Stream flow and 
Sediment Response to Conservation Practice Implementation 

F 16:10 16:30 Michael F Winchell, Development of Complex Hydrologic Response Unit 
(HRU) Schemes and Management Scenarios to Assess Environmental 
Concentrations of Agricultural Pesticides Using SWAT 

 16:30 17:30 Jeff Arnold & Raghavan Srinivasan, Future of SWAT, ArcGIS-SWAT 
interface 

 
 
 

Poster Presentations 

Motalib Ahsan, Global Climate Change and Future of Water Resources in Bangladesh 

Majid Afyuni, Nitrate pollution of groundwater in central Iran 

Manouchehr Amini, Mapping risk of cadmium and lead contamination to human healthin soils of Central 
Iran 

Saeed Boroomand, Crop coefficients of sugarcane (Ratoon) in Haft Tappeh of Iran 

Saeed Boroomand, Floodwater effect on infiltration rate of a floodwater spreading system in Moosian 

P. Cau, A Decision Support System based on the SWAT model for the Sardinian Water Authorities. 

Johannes Deelstra, Scale issues hydrological pathways, and nitrogen runoff from agriculture- results from 
the Mellupite catchment, Latvia 

Thorsten Dey, Spatially differentiated calculation of the water balance in a part of the Treene watershed 
(Northern Germany) 

Shaaban-Ali Gholami, Distributed Watershed Modeling of a mountainous catchment 

C.H. Green, SWAT model development for a large agricultural watershed in Iowa 

M. Hajabbasi, Depasturtation effects on soil physical and chemical properties in Isfahan and CharMahal 
Bakhtiari Region 

Fanghua Hao, The study of the non-point source pollution in Heihe River Basin 

Claudia Hiepe, Modeling soil erosion in a sub-humid tropical environment at the regional scale 

Andreas L.Horn, Modeling water quality issues in the Treene catchment in northern Germany 

A. Jalalian, Soil physical and chemical properties as indicators of the degree of land degradation in 
Kuhrang Area, Zayandehrud Watershed 

Manoj Jha, An assessment of alternative conservation practice and land use strategies on the hydrology 
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and water quality of the Upper Mississippi River Basin 

S. Kondratyev, Macro-scale catchment modeling in North-West Russia 

Peter Laszlo, Application of AVSWAT2000 to simulate the various management scenarios on the Lake 
Balaton watershed, Hungary 

Roberta Maletta, Impact of precipitation data interpolation on the quality of SWAT simulations 

Ivan Maximov, Modeling of hydrology and water quality in the Thur River Basin 

Claire Baffaut, SWAT modeling response of soil erosion and runoff to changes in precipitation and cover 

Maria Quiteria Oliveira, Hydrologic modeling semi arid region (Brazil) 

Thorsten Pohlert, Evaluation of the soil nitrogen balance model in SWAT with lysimeter data 

Joachim Post, Modeling soil carbon cycle for the assessment of carbon sequestration potentials at the river 
basin scale 

A. Rahimi, Evaluation of soil infiltration in furrow irrigation and determination of Kostiakov & Kostiakov- 
Lewis equations coefficients  

Pipat Reungsang, Assessment of agricultural management practices in the Upper Maquoketa River 
Watershed Northeast Iowa: using two modeling approaches 

Juan G. Martínez Rodríguez, Using SWAT model to assess vegetation change effects on runoff volume 
in a semi arid watershed in Northern Mexico: I. model calibration and validation 

Hamed Rouhani, Evaluation of SWAT stream flow components for the Grote Nete River Basin 

Ramesh Rudra, Application of AVSWAT2000 to Fairchild Creek, Grand River, Ontario 

H. Saadati, Investigation of the effect of land use change on simulating daily discharge flow using SWAT 
(case study: Kasilian catchment area) 

Javad Sadatinejad, Water-salt balance in large catchments 

C. Santhi, A modeling approach for evaluating the water quality benefits of conservation practices at the 
national level 

Ivan Sarwar, Creation of  monitoring system of the Dnipro River Basin to protect environment and public 
health 

G. Sayyad, Transport and uptake of Cd, Cu, Pb and Zn in Calcareous Soil of Central Iran under wheat and 
safflower cultivation – a column study 

Sucharita Sen, Monitoring and evaluation of integrated watershed development programs in India: a case 
study of Dangri Watershed, Haryana 

Sucharita Sen, Prioritizing watershed development programs in developing countries 

Dongil Seo, Application of Meso-Scale Land Cover Information for Nonpoint Source Pollutant Modeling 
of Yongdam Dam Watershed Area, Korea using AVSWAT 
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Gene Takle, Climate change impacts on the hydrology and water quality of the upper Mississippi River 
Basin 

Antje Ullrich, The sensitivity of SWAT to the variation of management parameters 

A. Vassiljev, Model for nitrogen leaching from a watershed using field scale models 

Gabriel G. Vazquez, Use of SWAT to compute groundwater table depth and stream flow in Muscatatuck 
River Watershed 

Gabriel G. Vazquez, Calibration and validation of the swat model to predict atrazine in streams in 
northeast Indiana 

T. L. Veith, Method for analyzing parameter uncertainty in SWAT 2003 

S.M. White, The TERRACE project: SWAT application for diffuse chemical pollution modeling 

S.M. White, Catchment scale modeling of pesticide losses with imperfect data – a case study from the UK 

J. Whitehead, Ensuring appropriate hydrological response for past and future nutrient load modeling in the 
Norfolk Broads 

Eyilachew Yitayew, Groundwater resource management in the urban environment 

 
 
 



 
   
 ISBN: 1-933570-43-1 
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